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Chapter 1

Introduction

With new times come new challenges: industry 4.0, the digitisation of industrial processes,
introduces the need for new research and development processes. As systems become inter-
dependant, cybersecurity matters become ever more complex. Novel perspectives are re-
quired, speci�ed in frameworks and policy, to deal with the challenging nature of large de-
velopments in operational technology.

Currently OT security is often conducted in a one-dimensional or waterfall approach:
security requirements are de�ned and implemented once (see ch. 4 and 8.2). This re-
search adds a dimension to this: time. Risk, risk-acceptance and thus security require-
ments change constantly throughout R&D projects (in OT). These changes through time
must be accounted for in models and controls to ensure adequate levels of security, without
threatening progress. To do so, this research combines lessons from related �elds to de�ne a
two-dimensional security application model called the Secure OT Development Life Cycle
(SOTDLC).

1.1 Reading Guide

This document has been designed to be read in its entirety. The six pillars of the Secure
Operational Technology Life Cycle (SOTDLC) (Risk, Risk Acceptance, Security Require-
ments, Purpose, Process, and People) build on each other. Hereafter you can an overview of
interesting chapters for more speci�c audiences:

1.1.1 NS employees: management summary

Start with chapter 13 Recommendations for NS. If you are then seeking to understand the
reasons for these recommendations, use chapter 12 for an overview of the outcomes of the
interviews. Finally, chapter 14 gives a summarised overview of the entire SOTDLC: it de-
scribes how the framework can be implemented, and what steps should be taken throughout
the project to make its security a success.

1.1.2 For implementing the SOTDLC

Start with chapter 14 Implementing SOTDLC Into a Project. When certain sub-processes or
decisions are unclear, refer back to the relevant earlier chapter (when in doubt, consult chapter
9 Process).

1



2 CHAPTER 1. INTRODUCTION

1.2 Problem De�nition

In recent years, there have been many reports of cyber-attacks on critical infrastructure
such as the energy industry, water treatment and transportation [1]. The increasing risk
for OT/ICS in industry 4.0 [2] progression, means that more resources are put into security
to ensure reliable operation. Governments and infrastructure providers are hard at work to
secure critical systems: security reporting [1] shows that incidents in OT context seem to be
reducing slightly. Nonetheless, there is much work left to be done.

Securing OT is already a challenging task when the system architecture is clearly de�ned
and when established security frameworks can be applied. The di�culty of securing a system
increases dramatically when this system is still under development: when the architecture
is changing often, this leads to an ever-changing need for security updates as well. Conse-
quently, a di�erent approach to risk-management is needed for such R&D contexts.

Security e�orts in R&D currently do not align with process-architectures in projects, and
are still often an afterthought. There is little scienti�c knowledge available about this subject,
making it di�cult for companies to improve. The articles and policies that are available are
often adaptations of IT-security strategies that may be ill-suited for OT. Approaches with
potential that do exist are little known, and are not often combined in complete and consistent
frameworks.

Unfortunately, there is also a shortage in security experts and knowledge: a lot of the se-
curity personnel that is currently available is working on whatever is most e�ective in short-
term, sometimes akin to sticking a plaster on a wooden leg. This means that security-policy
is often lacking or unpractical: security e�orts are consequently often inconsistent, ine�ec-
tive or incomplete. There are many OT projects which could bene�t from a clear strategy
for establishing a security baseline in the system-under-development. Furthermore, these
projects would bene�t from an improved approach to education and awareness, where secu-
rity is subtly integrated into core development and practices.

This research hopes to shape a bit of order in the chaos of securing an R&D system, by
de�ning a framework for securing OT R&D; proposing policies based on the framework; and
reinforcing the claims to e�ectiveness of the policies and frameworks through a case-study.
Ultimately, security can be aligned with business, project and engineering needs through the
Secure OT Development Life-Cycle as proposed in this thesis.

The aim of this project is to give a starting point and guidelines for securing research
projects that are primarily based on OT systems, such as train-, track- and manufacturing-
systems in the train industry. This means that people from various backgrounds have means
to understand the basic elements that are involved in securing OT-R&D:

• Managers: should know in which parts of such a project it is most e�ective and cheapest
to take security measures. This requires knowledge of business aspects and stakehold-
ers, applied to security. They should also understand the di�erence between security
theatre and measures that are actually e�ective.

• Security specialists: should be able to get an understanding of how OT-R&D within NS
compares to other �elds of security such as e.g. web-applications or IOT security and
which approaches are most e�ective in this environment.

• Risk Management: should know which risks are and are not acceptable in OT-R&D and
which measures have which e�ect.
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• Third parties: such as external contractors should know what is important for the project
and organisation, and what is the vision of the project and organisation with regards to
security.

The end product of this project exists of three parts:

1. This document gives an in-depth overview of lessons-learned and the research process.

2. Recommendations for NS in a short form, describing what the next steps are for the NS
to improve their security.

3. Standalone policy drafts describe individual subjects for speci�c audiences. These doc-
uments are based on this document, but are more digestible. These documents aim
to concisely specify a speci�c part of the R&D project. It should be possible to read
the guidelines as separate papers, with clear references and with a minimal amount of
con�dential information.

The goal of these drafts is ultimately adoption into organisational policy, such that
innovative projects are handled in a uniform way. As such, they should be supported
by the organisational structure (e.g. cyber security management system, CSMS).

The approach of this research is to repeatedly use smaller building blocks to build a bigger
structure. It therefore has the means to give a meaningful view on the organisational structure
that constitutes the SOTDLC. Security models are used to substantiate a security procedure
(sec. equation), which in turn is used throughout a project-process. This project is supported
in its activities by the organisation, which is in essence people who work together in a social
structure (i.e. in an organisation).

This is a quality-aspect oriented thesis: this means that our objective is to determine what
is required from the organisation to support the social processes for such quality-aspects, such
as security. Unlike organisational theory, this thesis looks at the organisation from a ’needs’
perspective rather than a ’wants’ perspective: it is focussed on the process more than the
outcome, with the idea that a good process is required to facilitate a good outcome.

1.2.1 Vision

This thesis is striving for a pragmatic view on security where security is not over-done and
everyone involved understands why the remaining security-processes and practices are nec-
essary. Since security controls and threat analysis methods are comparatively well-de�ned,
security engineers generally know what to do. On the other hand, non-security stakeholders
still have a hard time understanding the details of what is needed for deploying security in
their projects. By taking a life-cycle based approach in this research, this understanding is
expanded by building on known management and risk management structures in OT. As
such, the goals of other stakeholders can be aligned with security interests.

Consequently this thesis is not aiming to be a technically in-depth overview, rather a
practical and comprehensible approach, which touches on all relevant aspects of security.

Structure

Where a security policy gives guidelines on how to deal with the risk (security measures), a
theoretical framework describes how and why the measures a�ect security; how to determine
the risk acceptance; and how to maintain and enforce the policy.
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Security is all about risk: how much risk is an organisation willing to take, which risks are
present, and how combinations of measures a�ect this risk. It is tempting to dive right into
determining the levels of risk. After establishing risk, a nice overview can be made and pre-
sented to management: they can pick and choose which of the risks are and are not acceptable
based on their understanding of the project, the organisation, and recommendations by the
security specialist. This approach is, however, dangerous because it may lead to escalation.

Escalation

Underestimation of risk may lead to ignorance towards security. Overestimation of risk may
lead to ignorance towards other important aspects, such as usability or innovative capability.
Both of these behaviours threaten business continuity. This research thus aims to produce a
framework that people are willing to follow, such that escalation is reduced.

Security is often ignored, because adherence to policies is often seen as a burden. This
means that people are inclined to ignore procedures if they think another goal is more im-
portant. An example could be quickly setting up an alternative internet connection because
the main one is too slow, with disregard for setting up security, in an e�ort to continue an
experiment. The employee or team in question may think that they are doing the project a
favour by continuing the valuable experiment. Risk is, however, well known to be underes-
timated: especially if there is no way to quickly assess the risk of such an action and if the
person assessing the risk has no background in the area at risk. Therefore, this perception
that other goals are more important is often wrong. Instead, this behaviour threatens the
project.

At the same time, security must be proportional. In many cases, security overrules other
interests such as usability. This is not only frustrating to engineers and maintenance, but also
reduces the overall functionality and thus value-producing ability of a system.

1.2.2 Scope and Limitations

The goal of the literature review is to gain understanding about a possible framework for
evaluating security in research and development for operational technology: the Secure Op-
erational Technology Development Life-Cycle (SOTDLC). For such exploratory research it
is not necessary to comprehensively review all available literature in related �elds. This paper
is thus limited to reviewing some authoritative sources and standardisation that give a broad,
generalised, understanding of related �elds.

Some rigid models are, on the other hand, imperative for understanding, discussing and
modifying the current state of a�airs. More e�ort is thus put into de�ning these.

This research aims to look only at �elds that are directly related to the SOTDLC. Specif-
ically we will look at OT security in general; the secure software development life-cycle (SS-
DLC); and security in the automotive industry (preferably in R&D context). An example
of a subject that is out-of-scope is common vulnerabilities in web-applications: this is not
relevant to a generalised framework for OT security.

Being more process-focussed, exploratory research, this thesis will not go into much tech-
nical detail with regard to controls or implementing technical solutions. A lot of research
on this is already established and referred to throughout this thesis, so for the technically
inclined-reader there will be enough to dive into.
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This project will look at the security of the ATO-project and associated processes as a
case-study, including security related reports of the past. Although this reinforces the ideas
proposed in the theoretical framework, it does not replace in-depth e�ectiveness research.
The case-study is primarily focused on the NS internally; third party suppliers and partners
are not the subject of this report, except for procedurally. This research will look at comparing
policy with practice in a broad sense, and is as such not a comprehensive analysis of the
technical properties of ATO-technology or ATO-systems.

The NS is looking for a practical approach for innovative projects, which favours e�ec-
tiveness over e�cacy. From this perspective the scope of this project is di�erent from the
traditional academical approach of systematically checking and securing for everything.

This thesis contains a bit of both worlds: a more systematical approach to the risk mod-
elling and risk acceptance strategy; but also an emphasis on practicality for the NS.

Existing Architecture and API’s

This thesis considers R&D projects as standalone entity which cannot in�uence di�erent
parts or systems in its context. For example the ATO-system, which is adding systems to a
train to allow it to drive automatically, is assumed not to in�uence the existing train systems.
Of course in reality the ATO-team could communicate with those responsible for existing
systems and ask for a new feature or endpoint, but this is an impractical, slow and unreliable
process. Especially in cases where hardware has to be changed, or where systems may impact
safety, this is infeasible due to the often long procedures to guarantee the change does not
negatively impact safety of existing systems.

Assuming the context is static requires that the R&D project in question is �exible in its
(security) design. This is, however, not a problem because the whole point of such a project
is that it �nds out what does and does not work: it is therefore inherently �exible.

The consequence of this for security is that there has to be a clear designation of trust-
boundaries and -assumptions between the system-under-development and its context. These
boundaries should be considered in threat-, risk-, and impact-analyses and incident-response
strategies. This means that the modelling and analysis of security in the research project is
easier and more straightforward (i.e. the context need not be considered dynamic in the
models), while not giving up any reliability for the analyses.

All together, the context of the system-under-development (SuD) is considered out-of-
scope, except for the trust-boundaries between the SuD and its context.

Security Analysis

Analysis of the security of any existing system or development project is explicitly not the
primary goal of this project: rather it is focussed on policy and practices. Of course this may
lead to incidental �ndings. Wherever this happens, the �ndings will naturally be reported to
improve security. The in-depth analysis of speci�c �ndings or incidents is, however, out-of-
scope.

Existing Security Principles

OT in general, including rail infrastructure, is remarkable from a security standpoint, because
well-known security principles from systems such as web-applications or o�ce environments
cannot be applied directly.
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As with any consideration of security, one has to look at value in a broad sense: for in-
frastructure, safety is a very important value: this is often not in itself an important value
to generic attackers, who are mostly interested in the monetary value [3]. For safety-critical
systems, sabotage is the most common attack-type, often with a geo-political agenda [4, 3].

1.2.3 Research Questions

To answer the questions that are set forth in this section, the ATO-project is used as the
subject for a case-study. This e�ectively means that the questions will �rst be answered for
generic OT development. Then the ATO-project will be used to challenge the new frame-
work and to �ne-tune it.

As described in the problem de�nition 1.2, these questions are used to propose a set
of recommendations and policy suggestions which are hoped to ultimately lead to a more
advanced and whole security policy for innovative OT projects.

1. What should a theoretical framework for reasoning about security in innovative OT projects look
like?

(a) What does relevant literature prescribe for similar or related security subjects?

(b) How could existing theoretical frameworks be adapted towards security in inno-
vative projects?

(c) How, and with what basis should security requirements in innovative projects be
de�ned?

i. How could an acceptable level of risk be determined in an innovative OT
project?

ii. What knowledge is needed to produce a vision on risk acceptance?
iii. How can Risks and Risk acceptance be translated to suitable security require-

ments?

(d) How are innovative projects organised?

i. Which goals do stakeholders have, how are these goals prioritised, and what
does this mean for security?

ii. Which structure do innovative projects have?
iii. Who are stakeholders in innovative projects, and what are their responsibili-

ties?
iv. What could stand in the way of security from the stakeholders’ perspectives

and what could be done to attenuate this?

2. Are the �ndings for the theoretical framework supported in practice? (Case study ATO-
project)

(a) What is currently done to implement security?

(b) What do stakeholders involved in the security process think about current prac-
tices?

(c) What are the wants and needs of people involved in security?

(d) Do people agree with the �ndings from literature and the theoretical framework?

(e) Would stakeholders be willing to accept the framework into new policy?
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(f) What could be improved with regards to security implementation to become con-
sistent with proposed policies?

(g) What is the impact of security implementation, in adherence to policy, on inno-
vative projects?

(h) What lessons can be learned from the ATO-project for other projects (lessons-
learned, best-practices)?

1.3 Justi�cation

Operational technology (OT) and industrial control systems (ICS) are used to monitor and
control critical industrial systems. OT systems are used in many facets of society, and their
importance make the systems interesting for attackers.

Rail, for example, is increasingly seen as an alternative to cars in the EU, boasting ad-
vantages for the environment, safety, costs, capacity and reliability. Because of this increased
interest, ProRail expects rail travellers to increase by 30% - 40% [5] in the Netherlands during
the coming decade, despite Covid-19. The rail network is already used heavily so to meet
increasing demands [5, 6], the Dutch rail sector is hard at work to increase capacity. Un-
fortunately, high urban density leaves limited room for physical expansion. Therefore, the
sector is also looking at ways to increase capacity of existing infrastructure, by using modern
technical means.

Within the train industry, OT systems are used everywhere:

• industrial workshops maintaining trains;

• track control systems responsible for signalling;

• controlling data-centers on wheels (i.e. trains);

• sensors for (real-time) monitoring of wear and tear;

• maintenance systems;

• and much more.

Many of these OT systems are not only critical for the business of train companies, but
also for the safety of hundreds of thousands of travellers that use their services daily. Wher-
ever safety is critical, security is naturally also a concern, for protection against malicious
actors [7, 8].

Regrettably, there are also people who would rather not see such progress, or who want
to enrich themselves from its value: cyber-terrorists and hackers threaten the safety of OT
systems [3]. With the increasing application of IT in OT environments, industry 4.0 [2] is
also expanding the reachable surface-area for adversaries.

The past decade, a lot of progress has been made in cybersecurity for OT. Nonetheless,
it is still di�cult to structure security e�orts in non-standard projects or systems. Innovation
- or Research and Development, R&D - is one of such areas where dealing with security
is challenging: with the evolving nature of OT, its environment is also changing. Where
traditionally OT is often separated from regular IT (and IP) systems, they are becoming
ever-more interconnected.

OT in the R&D phase is even more complex: during R&D, development of new or
improved systems is often done ’in the �eld’. Trains, for example, have to be tested on tracks
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and with track-side systems that are in operation, often at night. The next day, these same
trains may be used in normal operations again. This means that security concerns (risk)
for the system-under-development are similar to those for operational systems, albeit on a
shorter time-scale. Compared to operational OT, the requirements of security must thus be
�exible, along with the ever-changing system. This must be considered when looking at the
risks within the system: how should we discuss, model and quantify risks in the context of
innovation?

1.3.1 Combined Approach with ATO-project Case Study

The research presented in this thesis focuses on applying security in Automatic Train Opera-
tion (ATO) technology in particular (more on the methodology in ch. 3). The ATO-project
aims to, for example, investigate technical potential for increase in punctuality, reliability,
energy-e�ciency and more for train operations through (partial) automation of the train
driving. There are several sub-projects focusing on di�erent contexts and concepts in which
ATO-technology could be applied. ATO and related concepts are explained in more detail
in ch. 2, preliminaries.

The ATO-project is an interesting case in this regard, because of several reasons:

• ATO-technology at GoA level 4 (and arguably level 3) is safety critical. This means that
security is crucially important for this project. Note that GoA2 systems are not strictly
considered safety-critical by safety-specialists, because the systems can be physically
overridden by the train-driver. For the purpose of this report, we do consider GoA2
systems as security-critical in a broad sense, because these systems can still be used by
attackers to in�uence the train, or to propagate.

• ATO-technology is technically interesting: the ATO-project is very complex, with
many facets. Most, if not all, common security challenges are represented in the ATO-
system. This includes (but is not limited to):

– internal and external communication of many sub-systems via all of direct wiring,
data-busses, and IP-based systems;

– remote control systems (SCADA) e.g. for tra�c management on the rail network;

– local control systems, e.g. for driving the train;

– there are many internal and external stakeholders with di�erent interests.

• Security in OT innovation in general is not fully mature: there is a lot of room for
improvement. The ATO-project is actively looking to contribute to security policies
and practices, in order to improve this. This is practical, because this means that people
involved in the program are interested in working towards the best possible result, and
are willing to invest time and resources into (usable outcomes of) this research.

• Many countries are currently working on ATO-projects and are very active in collab-
orating (see preliminaries, ch. 2): even �ndings related to just this particular case, can
immediately be applied throughout the industry.



Chapter 2

Preliminaries

In this chapter, background knowledge needed to understand further parts of the research
are introduced. As justi�ed in ch. 1.3, Automatic Train Operation (ATO) is used as a case
study for verifying and re�ning the theory developed in this thesis, so the relevant parts of
rail and ATO will also be explained.

2.1 De�nition of Terms

The de�nition of terms and models is limited to those that play a central role to the framework
developed in this research.

2.1.1 System under Development (SuD, and SuC/CS)

Traditionally, for example, in context of TS50701 and IEC62443 [9] or [8], the term System
under Consideration (SuC) may be used to describe the system that is subject to security
scrutiny. In this report this term is, however, not suitable as is, because it is too broad.

ISO/IEC/IEEE 15288 [10], and NIST (800-160-1 and 800-37) [11, 12] de�ne the
System-Of-Interest (consisting of System Elements), Enabling Systems and Other Systems.

This research takes a similar approach, by more accurately describing the systems in the
OT DLC (see ch. 8.2). Therefore, the SuC is split into: [7]

• Contextual Systems (CS) which are relevant for the project, but not the main focus of
the development. These OT systems already exist. For example, the components that
drive the trains with ATO-systems, are �t into existing trains: the interfaces of the
components are made to �t the existing hardware.

• System under Development (SuD) is the main focus of the OT R&D project. This system
is �exible and volatile. This system interfaces with the CS or is otherwise related to it.
Parts of the SuD may be modi�ed versions of existing systems.

Hardware-bound systems are di�cult to change: designing new hardware, testing it, and
�nally deploying the physical product take a lot of engineering time. Security and R&D on
the other hand, are �elds where changes in insights and suddenly revealed vulnerabilities or
faults require �exibility and rapid response. This means that hardware developments are slow
and unreliable with respect to security and R&D. The consequence of this is that changing
CS to �t a SuD is left as a last resort.

9
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The CS may be entrance points for an attacker into the newly developed system. Like-
wise, the SuD is of concern to the existing systems, where it creates new entry points or paths
to the CS. In an innovative OT project, CS are thus also being considered while looking at
security, but their security status is by de�nition static. Any dynamic components of existing
systems are considered automatically part of the SuD in this research: they are part of the
research into the new system and its interface.

Summarising, the System under Consideration (SuC) is the combination of Contextual Systems
(CS) and the System under Development (SuD). The CS are static with respect to security, but
they are no less relevant. The SuD is part of the development cycle, and is thus considered
dynamic for security.

2.1.2 Operational Technology (OT)

We use the de�nition proposed by Williamson [13]: "Operational Technology (OT) refers to
computing systems that are used to manage industrial operations as opposed to administrative
operations. Operational systems include production line management, mining operations
control, oil & gas monitoring etc.".

Particular to the rail industry, we consider systems on-board trains which manage or
monitor physical systems (e.g. automatic climate control, traction controllers, braking com-
puter, etc.) to be OT as well. The controls the train driver uses could be considered the
SCADA (Supervisory Control And Data Acquisition system). Similarly, the switches and
signals are also OT, with the train services controller as the operator of the SCADA.

In this project, particular attention is given to OT systems that have safety-aspects as
well. This means that if the system fails in some particular way, the safety of people or the
environment is impacted. Consequently, some failures in security may lead to signi�cant
safety concerns.

2.1.3 ATO

Automatic Train Operation can mean multiple things. Hereafter it is described which terms
are used in this thesis for which speci�c things:

1. ATO-system - the technical systems used for automatic driving;

2. ATO-technology - the standardisation and generalised concepts of the related technol-
ogy that are used internationally, and international or generalised implementations of
ATO-systems;

3. ATO-project the R&D program (i.e. project) that is researching or developing ATO-
systems or a speci�c ATO-concept for the NS (unless speci�ed otherwise);

4. ATO-team the team conducting the ATO-project in the NS (unless speci�ed otherwise);
or

5. ATO-driving the actual automatic driving itself.

2.1.4 Security

Some parts of this section have been adapted from earlier, unpublished, work by the same author:[14]
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Security can be loosely de�ned as the desire to protect assets from violations. Assets can be
abstract: e.g. reputation or privacy, but also very concrete: e.g. a physical bike. Violations
are events related to the asset which are considered negative to some value. The abstract
properties that can be negatively in�uenced and pointers to assessing the risk thereof, have
been de�ned in security models, which are introduced later in chapter 5.4.2.

In this research, privacy is not often discussed separately from security in general. Al-
though there are many practical cases (especially in design) where discussing privacy as stan-
dalone topic, this thesis considers it as something of value that is su�ciently covered by our
value-models (e.g. con�dentiality): security thus includes privacy except for where it is men-
tioned explicitly.

A clear de�nition for threats, attacks and attackers is given by Bishop [15, Ch. 1.2]:

"A threat is a potential violation of security. The violation need not actually occur
for there to be a threat. The fact that the violation might occur means that those
actions that could cause it to occur must be guarded against (or prepared for).
Those actions are called attacks. Those who execute such actions, or cause them
to be executed, are called attackers."

This de�nition can be extended by adding a de�nition for vulnerabilities:

A technical construct that allows attackers to actually conduct an attack (with post-conditions)
given certain assumptions (pre-conditions).

A vulnerability is therewith by de�nition undesirable, as the consequence of an actual
attack would be the violation occurring, with negative e�ects. A vulnerability has some pre-
conditions which must be met before it can be exploited. For example: an input �eld which
is prone to injection attacks can only be exploited if the attacker has access to the input �eld.
The post-conditions of a vulnerability describe the assets (in the broadest sence of the word)
that an attacker will gain after performing the attack. The combination of pre- and post-
conditions of a vulnerability determine the value of the vulnerability, i.e. how much priority
should be given to �xing a priority.

By describing the Attackers, threats, vulnerabilities and attacks a full image can be con-
structed of the risks within a system. Examples of common modi operandi of attackers
combined with an attack-surface analysis produce a Threat Model. This threat model is used
to prioritise the investigation into certain attack-vectors, and therewith the usage of speci�c
vulnerabilities. These vulnerabilities are then listed in a vulnerability report. The attacks
themselves are not of as much interest as the individual vulnerabilities, and mostly serve as
example for possible consequences of the exploitation of certain vulnerabilities.

Risk Acceptance describes the degree of risk that an organisation is willing to take. Risk
acceptance is determined by looking at the goals and values within an organisation. The
capabilities of an organisation to deal with risk are not part of the risk acceptance analysis: if
the organisation is unable to meet their security requirements and thus unable to reduce risk
to acceptable levels, this should be explicitly noted. The organisation ought to readdress the
risk as soon as more resources become available.

The Security Equation is de�ned as follows:

Risk − Risk Acceptance = Security Requirements



12 CHAPTER 2. PRELIMINARIES

To know how much must be done to make a system su�ciently secure, �rst it must be
known how much risk is acceptable and what this means for the project and organisation;
then risk itself is assessed. Risk acceptance comes from a business- and technology-analysis.
The amount of risk is determined by activity of attackers.

The security equation is based on the general risk management philosophy that there are
4 ways of dealing with risk [16, 8]:

1. Avoidance

2. Reduction/Mitigation

3. Transfer

4. Retention/Acceptance

Risk transference to third parties is not a common or easy thing in the cyber-security
world, so we ignore this option. For the security equation we group avoidance and reduction
in security requirements. Retention is represented by risk acceptance.

2.1.5 Quality

Quality is everything that does not directly contribute to producing value in and of itself.
Quality can improve value production or prevent negative events from happening to it. Ex-
amples of quality aspects are legal, compliance, safety, security, reliability, environmental
impact, etcetera. For those not intimately involved in security, but who are aware of opera-
tions in other quality aspects, it may help to think about security as similar to other quality
aspects. Quality is used in the interviews (see ch. 3.3 and 11) over security, because it is more
abstract and more palatable for people from other specialties, and believed to be analogous
in procedure.

Management

For this thesis, we consider management as a quality aspect as well: management here is
de�ned as the guidance of social processes within the (innovative) project.

The responsibility and ownership over decision-making is not considered to inherently
be connected to management roles, especially in those cases where there may exist a con�ict
of interest. This will seem counter-intuitive to most readers: the idea here is to explore other
options without bias towards tradition. It is important for businesses to make e�cient use of
their resources. The idea is therefore that decisions should be concentrated on those people
who are best equipped to assess the outcomes of those decisions, and who can best determine
what is a good direction. This research explores how existing approaches can be changed to
improve in this regard: this viewpoint requires a di�erent de�nition for management based
on their subject-matter speciality, as is given here.

2.1.6 Projects and Programs

Within the NS, there is a di�erence between a program and a project. A project is roughly
a team-e�ort towards a particular business objective of the company. A program is a com-
bination of multiple similar projects into a single bigger project (i.e. the program), where
knowledge and team-members are commonly shared.

In this research we use project and program synonymously, a program simply considered
a large project.



2.2. INTRODUCTION TO HOW TRAINS OPERATE 13

2.2 Introduction to How Trains Operate

Many people will know what the signals alongside the train tracks look like, similar to tra�c
signals found on road intersections. In the Netherlands, these signals are part of the ATB
system. ATB keeps track which parts of the tracks are occupied or safe to move through, and
manages track systems such as switches.

Signalling systems, such as ATB, are needed because trains are very di�erent from road
tra�c. Due to their length and weight, trains have a very high inertia. This means that where
a car takes 50 meters to stop from a speed of 90 km/h, a passenger train might keep moving
for over 600 metres. Worse still for freight trains, which could take to over a kilometre to
come to a halt. If a train driver would thus have to respond to an obstacle, e.g. another train,
they would have to be able to see ahead for at least their stopping distance. Since this is near
to impossible at high speeds, trains operate with the help of signalling systems.

Current developments in Europe are the digitisation of these signals: e.g. track-side sig-
nalling (part of ATB) is currently being replaced by digital ’movement-authorities’ which the
train systems display to the driver in the cab. The new European Rail Tra�c Management
System (ERTMS) is the next step in train and track management. The aim is to have the
same system everywhere in Europe, such that trains can more easily cross borders without
having special locomotives or switching locomotives. ERTMS will also o�er signi�cant im-
provements over old systems, allowing for a greater overall capacity on existing tracks, and
increasing safety and reliability.

2.3 Automatic Train Operation (ATO)

Many rail companies are currently experimenting with ATO-technology concepts. The re-
search and development entailed in this, are combined into the various ATO-programs. The
programs are hard at work with developing the knowledge and experience necessary to im-
plement automatically-driving trains.

ATO-systems work in conjunction with the rail tra�c management systems and on-board
train control technology. This means that existing signals are used, veri�ed and manipulated
by ATO-systems to drive the train and to observe the surroundings of the train.

This section gives a general overview of ATO-technology and its general aims. This
research is not part of the ATO-program itself, and thus cannot speak in its name. This
chapter is a summary, solely based on the interpretation of the author; it cannot be used for
technical or legal purposes, nor is it representative of NS policy because it is imprecise.

2.3.1 Goals and Justi�cation

Ultimately the goal of using ATO-systems is to increase safety, quality and e�ciency of rail
operations. Automatically driving trains are able to precisely optimise energy usage and driv-
ing times. There are many more advantages to ATO-driving: which speci�cally and to what
degree is often still subject of research. As discussed in the introduction, the Dutch rail net-
work is expected to be near capacity in 2030 (without intervention): ATO-technology is
expected to contribute to this capacity. Naturally, such innovations are interesting to com-
panies, because ultimately it will increase customer satisfaction through reliability, shorter
journey times, and environmental advantages.
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2.3.2 Dutch Railways NS

The NS is also investing in ATO-technology, by means of an R&D programme. NS is look-
ing at a few di�erent �avours of ATO-systems, with current focus predominantly on GoA2.

The NS has found that the issue of security in ATO-systems and -projects is extremely
important for guaranteeing safety. Increasingly, the NS is thus also researching improve-
ments for security in R&D projects. Although security professionals have a good baseline of
security procedures, they have found that default software procedures are un�t for one-to-
one application in the physical environment of ATO-system OT.

2.3.3 International Developments

Many countries are currently working on some form of ATO. An overview can be seen in
�gure 2.1.

Figure 2.1: ATO throughout the world [17]

There is extensive collaboration between countries in sharing knowledge about ATO ex-
periments. Team members of the various ATO-teams are also visiting progress meetings of
other companies on a weekly basis.

An overview of articles about international developments is included in appendix B.

2.4 Automatic Vehicles: Grades of Automation

In the train industry, Grades of Automation (GoA) describe the degree to which a train can
operate with or without human intervention. This is similar to the car industry, which is split
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into 6 levels of automation.

• GoA1 The train driver is fully driving the train, but is aided by the track- and signalling-
systems. The driver may also be aided by driving-aid software that gives recommended
amounts of breaking and accelerating (e.g. TimTim [18]).

• GoA2 Accelerating, driving and braking are automated. The train driver will intervene
to prevent accidents or if the system fails.

• GoA3 The train is fully self driving (including door operations), and the train driver
need not be in the driver’s compartment. In case of calaminties, the train must be
operated by a driver from the cab.

• GoA4 Same as GoA3, but there does not need to be a train driver on the train. The
train could be operated and monitored remotely in case of calamities if it is set up to
do so, but this is optional.

GoA1 and GoA2 can also be combined with remote operation, where the train driver
operates or monitors the train remotely. These are considered as two distinct categories of
automation, because of the challenges that remote operation brings.
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Chapter 3

Methodology

To achieve a good Secure Operational Technology Development Life Cycle (SOTDLC), a strong
theoretical basis is needed. This chapter describes how this research was conducted, and
introduces the overall structure.

The research questions (sect. 1.2.3) follow a Design Science Research (sect. 3.1) approach
to research. DSR uses veri�ed models to produce theoretical frameworks. These frameworks
can then be applied for writing policy.

This chapter...

• �rst introduces DSR as our research approach;

• then discusses all the major model-components used for the SOTDLC; and

• �nally shows how the SOTDLC framework was veri�ed.

3.1 Design Science Research (DSR)

This research is based on the Design Science Research (DSR) method [33, 34]. The aim
of this project, which was introduced brie�y in the introduction, is the development of a set
of guidelines for securing research and development in operational technology. In terms of
DSR, the design artifact that is produced with this research is a method [34].

Before we can produce the method we need to consider the constructs and models [34]
that are already available about the subject matter. These de�nitions are readily available in
related �elds, and can be adapted to suit our needs.

Besides having a goal that conforms to the design artifacts by March & Smith [34], this
project is also grounded in reality as a real-world problem for the Dutch Railways. It thus �ts
the summary description of properties of typical DSR by Gregory [33].

While Gregory mentions that DSR is nowadays typically an iterative process, this project
is structured in three distinct phases:

1. Developing a Theoretical Framework

2. Veri�cation of Theory

3. Results

17
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This approach was chosen, because each phase naturally follows from the previous, ver-
ifying and expanding it. The phases and the way they relate to each other are elaborated
upon further in the following sections. This project is structured as a episodic or waterfall
approach for readability. In practice, however, these phases are somewhat more intertwined
or parallel.

Nonetheless, the generally episodic approach allows for creating a theoretical basis �rst
with the perspective of the security engineer. This theoretical basis is then nuanced with
insights from stakeholders with di�erent perspectives (e.g. maintenance, safety, etc.). This
ensures the rigidity and coherence of the developed methodology.

The �rst phase is about de�ning constructs and expanding existing models about similar
subjects. These are then used to de�ne a new framework that suits the needs of OT R&D. The
method that is outlined in the �rst phase is then veri�ed in the second phase by conducting a
case study and involving people with experience. The goal of the second phase is thus to re�ne
the developed method and to strengthen its claim to e�ectiveness. Finally, these �ndings
are used in the third phase to distill key �ndings. Smaller chunks of the complete method
are de�ned as standalone guidelines for certain parts of OT R&D projects. This furthers
the readability and availability of useful information for specialists who are instantiating the
method into a practical security implementation (for particular parts of the projects).

Each phase is represented by a part in this work. Each part will describe its own speci�c
methodology for each of its sub-phases.

3.2 Developing a Theoretical Framework

The goal of this phase is ultimately to gain understanding of what security in OT R&D should
look like from a theoretical perspective and how it should be applied in practice. The end
product of this phase is a framework (in DSR terms methodology) that describes best prac-
tices and approaches to dealing with security in this particular context.

There are two distinct challenges in developing a SOTDLC:

1. Understanding relevant threats and designing appropriate countermeasures; and

2. Actually going through the processes developing the aforementioned understanding
and subsequently actually implementing the countermeasures.

The �rst is an engineering challenge. It amounts to solving the security equation (as de�ned
in ch. 2.1.4):

Risk − Risk Acceptance = Security Requirements

The second is a management challenge which comes down to performance. This means
understanding the organisation: Purpose, Process, and People; and managing the people and
process in such a way that the organisation ful�lls its purpose.

For both challenges, the same research approach is used:

1. Find a baseline consisting of the current literature and standardisation. Concepts that
are already well-established need not be reinvented. Literature consists of standards,

scienti�c literature, and informal articles by news media and companies. Leads towards
standards were found through reference by security specialists, but also through the
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search functions of standardisation bodies. Whenever a relevant standard or article
was found, its bibliography was also examined for further leads. Since the objective
of this research is to give a pragmatic view on the SOTDLC, it does not use a formal
method for �nding literature: it is not necessary to comprehensively review all literature
on topics to produce an accurate image of industry trends. What is clear, however, is
that further interdisciplinary and comparative literature research would be useful.

2. Identifying and de�ning required contextual models for use in the DSR method. This is done
by looking at the current understanding of concepts in literature, which gives an intu-
itive understanding of a subject. This intuition is formalised in more rigid theoretical
models which can be used to make the subject matter and its properties, requirements
and consequences more clear and unambiguous: this is needed to reason about practical
properties (shortcomings) of the models. The identi�cation is done by looking at the
project structure and the identi�ed challenges and steps. When discussing a challenge
or step, models are needed to discuss them.

3. Identifying and addressing shortcomings in current strategies and models. The baseline is
scrutinised and expanded using the models to identify current strengths and weaknesses
with respect to the SOTDLC. By doing so, it can be determined what should be done to
improve. Often, small changes or additions to theory are su�cient to make the model
or strategy suitable for the intended purpose in the SOTDLC.

To identify shortcomings, an open introduction and understanding of needs and pe-
culiarities of OT R&D is applied to the models. If multiple models exist, they are
compared, and fundamental properties are discussed. The combination of all could
lead to novel insights or suggestions to take a slightly di�erent approach. The aim of
this research is not to develop new methods with scienti�c rigor, rather to adapt proven
methods to the environment of the SOTDLC.

4. De�ning a solution for the challenge based on reasoning using the models combined with
understanding of the available literature.

3.2.1 Solving the Security Equation

Risk − Risk Acceptance = Security Requirements

To get to this end goal, we have to go through and thoroughly understand the individual
variables and their relationships in the security equation. In order to do so, the variables must
be dissected into their underlying components:

1. Risk = Strategy ∗ Impact

(a) Strategy =Threat Intelli gence + Adversarial Model
(b) Attack Impact = Assets +V alue

2. Risk Acceptance = Impact
Goals

(a) Continuity Impact = Assets +V alue
(b) Business Goals⇐V ision

3. Security Requirements⇒ Risk Prioritisation & Classi f ication → Controls
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Figure 3.1: Risk Equation

The security requirements that are the result of solving the equation, lead the way towards
security controls (see �g. 3.1). The act of implementing such controls in accordance with the
requirements is outside of the scope of this research: this process is considered to be well-
understood. The models and process de�nitions described in this research will nonetheless go
a long way towards understanding and formalising the implementation of countermeasures
based on the security requirements.

Impact

The sub-equations of the risk-equation use impact twice. In this research, impact is also dis-
cussed twice, from di�erent fundamental views. Impact in terms of risk is determined by the
actions of attackers: the impact is the consequence of those. For risk acceptance, impact is
discussed from a business-continuity perspective. Naturally, these two views are congruent
to some degree (think of ransomware targeting business assets), but given the peculiarities of
R&D (where assets may not exist yet, or might be volatile) it is still meaningful to consider
both perspectives.

Attack Impact ≠ Continuity Impact

Attacker Value ≠ Business Value

What does hold is:

Attack Impact← Continuity Impact

Attacker Value← Business Value

Another note here, is that the perceived assets for the attacker is likely to be a subset of the
actual assets. Generally, the attacker does not have complete knowledge of the system.

Solving the Equation

As stated in the introduction of this chapter, this security equation has to be solved multiple
times throughout the project. For R&D projects, which tend to favour quick cycles of exper-
imentation and learning, it is imperative that the solving of the equation can be done quickly
and e�ciently without compromising on risk-acceptance.
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This leads to the next challenge for the SOTDLC: actually integrating the security equa-
tion into the development process.

3.2.2 Integrating the SOTDLC

The dynamic nature of R&D projects changes the way security is engineered: it asks for a
di�erent preparation and some steps which are usually performed once, now become dy-
namic processes. It is thus imperative that those in charge of managing the project, and thus
security, know about this and are able to deal with it. The perspective of process management
is hence extremely important for this research.

Because dealing with security can be so di�erent in R&D, it is important to extensively
analyse the models used to manage it. Some previous work has been done on this already,
both speci�c to security and in more general business research. Overall, the goal is to give
management a structured approach to security, with clear and feasible steps throughout the
project life-span.

Before the security equation can be integrated into a SOTDLC project, �rst the properties
of that project must be understood:

1. Purpose Security goals in alignment with project objectives;

2. Process Project structure through time; and

3. People Stakeholders and their dynamics in the (social-)process.

By looking at the project from this perspective, it can be determined how security can give
support and increase performance of the project as a whole. It is hoped that this approach will
also address the common feeling that security is a burden, with the only purpose of slowing
the project down. Security is then no longer a post-mortem, but a strength of the project.

The order of these three factors is important: before a process can be de�ned, it must be
known what the purpose of that process is. Likewise, the purpose dictates who (specialists)
are required to solve speci�c problems. Finally, the whole project has to be organised and
supported by organisational people (support sta�, e.g. management, HR, etc.). Who exactly
are necessary is also dependant on the project structure, i.e. process.

From that the following structure follows: Purpose ⇒ Process ⇒ People.

3.3 Veri�cation of Theory

To ensure the objective neutrality, completeness and e�ectiveness of the policies produced
by this research, it is important to have a solid theoretical basis, both in public consensus
(literature) and the organisational structure. The policy must be based on the experience and
priorities of the organisation as a whole, and employees should be able to see the reasoning
behind guidelines to better understand and support their importance.

This means that we must verify that our theoretical view of security matches reality. The
veri�cation is done by means of case study: by discussing existing security architecture, inci-
dents and experience with various people who are stakeholders in the ATO-project.

Through in-depth interviews we can compare the complementary views that stakehold-
ers may have with the security-framework, and challenge the objectivity of the framework.
Depth interviews are also a precursor to acceptance research: people can comment on whether



22 CHAPTER 3. METHODOLOGY

they think the theory and its guidelines are useful, and whether they would consider following
the guidelines without fear for consequence.

Taking a closer look at actual stakeholders also yields a better view of who should bear
responsibility for what and re�nes the general project structure and stakeholder evaluations
for our case study.

The goal of this part of the research is explicitly not to compare the quality of this theoret-
ical approach to other approaches, or to give a strong proof to claims. Our practical approach
is aimed at quickly using available insights to suggest a better framework than what has been
available so far, and is known to be inadequate for this particular context. As such, it should
be seen as exploratory research. Researchers and industry specialists are warmly invited to
criticise and improve this framework to better substantiate (or disprove) it scienti�cally!

3.4 Results: Writing Policy

The veri�ed theory is now applied in a policy document. The policy speci�cations should
follow naturally from the theoretical framework:

Risk − Risk Acceptance = Security Requirements

The security policy formalises this equation into meaningful statements about security
measures. The security policy also formalises practical considerations such as who is respon-
sible (based on the stakeholder analyses and interviews with stakeholders) for enforcing the
policy, for updating the policy, and for implementing the policy. As a general basis, NIST
800-12 [20, Ch. 5] will be used for the policy structure.

The resulting policy will consist of multiple documents, each describing an aspect of the
security theory. This new level of granularity will make it easier for experts to �nd the re-
quirements to their speci�c work, and for managers who are trying to oversee the entire
process.



Chapter 4

Previous- and Related Work

4.1 Introduction

This chapter contains an overview of literature which deserves separate mention, or which is
not used elsewhere in this thesis. This chapter sets the stage for the rest of the research: what
has already been done before, and what can be learnt from that.

It is di�cult to discuss relevant literature without having suitable models or even knowing
which ones to discuss them with. Such discussions, as introduced in ch. 5, 6, 7, 8, 9 and
10, require these models to determine what direction to look towards in the �rst place. It
is di�cult to know which models are required to discuss a subject, before understanding the
subject at a basic level �rst. Therefore, the later sections on contextual models and this chapter
will reference each other quite a few times. Both chapters are a combined e�ort to dissect
the problem and get to the bottom of it.

4.1.1 Summary

Rather than performing security as an after-thought, it should be addressed early on by
the engineers who design and implement systems. To achieve this, the organisation has to
train and support these engineers/developers with an organisational support-structure with
security-coaches and -specialists. The desired level of quality (i.e. security) must be for-
malised and motivated: upper management should clearly convey this message and make
sure that all stakeholders (including management) know, share, support and understand their
responsibility. Simultaneously, this means that things should not be over-done: a system
need not be completely locked down, simply because. Security should be functional and
proportional.

Overall, the current trend in literature is that a one dimensional security approach is
stretched and translated to �t the OT development life-cyle: the product development is
iterative, whereas the security is still an incremental approach. For more complicated and
larger projects this does not su�ce: the security must be designed iteratively as well, to ac-
commodate for changes in Contextual Systems (CS) and requirements of the System under
Development (SuD). Furthermore, common evaluation techniques are ill-suited for OT, and
do not give the desired results in practice. Better alternatives are available, though not specif-
ically for OT (innovation).

23
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4.2 The Security Development Life Cycle

The primary source for dealing with security in development projects is "The Security Devel-
opment Lifecycle" by Howard and Lipner [35] (Microsoft). This work describes the approach
taken by Microsoft in developing secure products. The book is mostly focussed on project
management and secondarily on designers and architects.

In large part, standardisation or research improving on secure soft- and hardware devel-
opment use this book as a basis (e.g. IEC 62443-4-1 [36], as discussed later). Therefore, it is
useful to discuss this book in more detail here, since most of current approaches are based on
it. Naturally, the book will be referenced more often throughout this research, citing speci�c
sections wherever relevant.

4.2.1 Important notions

This book is overall a great resource for anyone involved in security, but some particular
things are highlighted.

"It’s Really About Quality"

Howard and Lipner [35, Ch 1, p10] describe the role of security in relation to privacy and
reliability: they are partly overlapping. The takeaway is that security is often really about
quality: if security fails, the product will fail and customers do not like that. Therefore,
security must be on-par with the level of quality that is expected of a product. The same
could be said about privacy.

For OT, one could add safety, similar to privacy. Privacy might seem less of an issue,
since OT is managing physical systems and not data, but in fact some industries, such as
traveller transport on rail, do have to think about it a lot (e.g. location/speed of a train, in
relation to the travellers within the train).

Safety, however, is almost always very important to OT because of the potential physical
consequences. Like privacy, safety is often a qualitative property of a system. If the system
is able to do a task but is not safe, it is unlikely to perform its duty satisfactory. Clearly, safety
also has overlap with both security (e.g. digital access control for remote SCADA operations)
and reliability (If a train does not brake when it is instructed to do so, this impacts safety
because the train may not stop in time for a hazard).

Howard and Lipner make the point "Only when you start to think about security holisti-
cally—as the intersection of privacy, reliability, and quality—does it start to make business-
value sense.". This statement is completely true for OT as well when adding safety.

Security is not a one-man job

The core of the story is that security should be addressed as early as possible: this means
during the development by the developers. This need not be perfect, but all security bugs
that are prevented are much, much cheaper than �xing them later.

Therefore, security requires an aware, educated and motivated team! This also means
that the team must have access to an expert who has more in-depth knowledge of security
for di�cult challenges. This security advisor (or security coach) should be someone skilled
in management and security, who actively looks for, and helps solve security problems.

One important caveat here is that (upper-)management must come along for the ride.
Management must thoroughly understand the value of security to the �nal product and the
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organisation as a whole. They must explicitly motivate teams to take the necessary action:
this means that projects must be structured di�erently (e.g. include security advisor) and that
time and resources must be allotted to security.

4.2.2 Possible Improvements for SOTDLC

Although the SDL by Howard and Lipner is a great start for any development project, there
are some important parts of the work that are not quite applicable to OT R&D projects:

Single-phase project structure

Similar to most other works discussed in this chapter, the SDL is not quite applicable to
multi-phase projects (see ch. 8.2). Although agile variants are supported, these still consider
the security goals or purpose (see ch. 5.4.2) as statically de�ned based on the application of
the product.

The application of agile methods to the SDL [35, Ch. 18, p234], is nonetheless a great
step in the right direction for making security an iterative process instead of incremental. This
means that any intermediate version is mostly secure, albeit not quite completely tested.

IT vs OT

OT is di�erent from IT, even at a fundamental level in attacker strategy (see ch. 5.3). A lot
of the best practices and secure coding policies are not applicable to hardware. The idea of
having secure engineering practices (as a replacement for secure coding practices) could be a
great solution for OT.

4.3 A Threat-Driven Approach to Cyber Security by Muckin and
Fitch

Muckin and Fitch [37] (Lockheed Martin) propose a very interesting approach to cyber-
security: a threat-driven approach. This methodology is not speci�cally directed at IT or OT,
but it is clear that Lockheed Martin is quite involved in hardware and OT: the methodology
is quite applicable to cyber security in a broader context.

Since this approach is a slightly di�erent perspective from traditional approaches (e.g.
SDL or as de�ned in standardisation), it is useful to discuss this in some more detail here.

4.3.1 Important Notions

Reading the freely available paper is de�nitely recommended, but hereafter some important
notions are compiled.

Cyber security should be threat-driven

Compliance, control, asset and vulnerability driven approaches are counterproductive ac-
cording to Muckin and Fitch. These approaches implement controls for the sake of adhering
to some kind of policy. In complicated systems, where multiple assets are involved in attacks,
merely looking at independent assets and applying security controls is ine�ective. Rather,
security should look at architecture, and how the would-be-attacker would likely propagate
through the system.
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Quality

Muckin and Fitch agree with Howard and Lipner that security is really best viewed as a qual-
itative component of a system [37, p. 7]:

Classic Systems Engineering practices do not e�ectively translate to cyber secu-
rity practices. Development of secure systems – per the threat-driven approach
– is very closely related to FMEA/FMECA (failure mode e�ects analysis/failure
mode e�ects and criticality analysis) and other fault analysis practices used for
quality and reliability engineering [10]. This supports the belief that highly se-
cure systems are a corollary indicator of high-quality systems, a viewpoint the
authors of this paper advocate.

Collaboration between operations/engineering and operations/analyst

Particular emphasis is put on the isolation of operations/engineering and operations/analyst
[37, ch. 2]: Muckin and Fitch describe how this isolation manifests itself and how these two
groups ought to collaborate.

Preparation is key

Before the design and development security can already be prepared. Threat intelligence
can be gathered, attackers modelled and existing architecture is inventoried. The outcomes
of this work are used in the requirements and design phases to re�ne security goals.

Threat modelling approach

The goal of the paper is to de�ne an overarching threat-modelling approach with emphasis
on looking at the system from the perspective of attacker operations (cyber kill chain, see also
[38]). More on this in ch. 5.2.

4.4 Standardisation works

Quite a few standards are available for security. Especially for OT, standards are important
works for industry and for scienti�c reference. Standards are often established by representa-
tives of varying backgrounds, with extensive public review. It should be noted that standards
are not always unbiased: the involvement of organisations which may have interests which
are opposing security makes this so. Standards are nonetheless vital to the security industry,
and must be considered when proposing novel frameworks or approaches.

In this section, a few important security standards are considered. Furthermore, some
subject-speci�c sources are discussed in chapters and sections speci�cally related to that sub-
ject (e.g. threat moddeling).

This is by no means a comprehensive review, rather an introduction to broad perspec-
tives.

4.4.1 IEC 62443 (Industrial communication networks - Network and system
security)

The IEC62443 [9] is a series of standards for OT. It contains guidelines for policies and pro-
cedures on an organisational level, as well as controls that can be applied to OT. With this
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standard, IEC was aiming to take "a risk-based approach to cyber security, which is based on
the concept that it is neither e�cient nor sustainable to try to protect all assets in equal mea-
sure. Instead, users must identify what is most valuable and requires the greatest protection
and identify vulnerabilities."[9]

Especially for existing OT projects, 62443 should be a primary source of information.
For R&D projects, IEC added a speci�c standard: IEC 62443-4-1: Secure product devel-
opment lifecycle measurements [36]. At �rst glance, this standard seems to specify exactly
what is needed: an approach for dealing with R&D in OT. At closer inspection, this is un-
fortunately only partly true. The development lifecycle (SDL in 62443 terminology, based
on the work by Howard and Lipner [35]) is de�ned very similarly to a single-phase project
(see ch. 8.2.1). Furthermore, the standard seems to be focussed on Type 2 projects [39] (see
ch. 8.1) - although this is unclear. The requirements proposed by 62443-4-1 [36] remain a
very valid starting point for other types of OT R&D projects, but as is made clear in chapters
8 and 9, a more solid understanding of project structure and associated goals is necessary
to make a balanced security assessment. If the interests of other stakeholders in the various
stages of an R&D process are not observed, a stringent and ill-�tting security regime may
unnecessarily impede progress and threaten business-goals. Security could then seriously
threaten the continuity of the project.

The core practices in 62443-4-1 are:

1. Security management

2. Speci�cation of security requirements

3. Secure by design

4. Secure implementation

5. Security veri�cation and validation testing

6. Management of Security-related issues

7. Secure update management

8. Security guidelines

Some of these practices will be discussed in later sections of this report where relevant.

4.4.2 NIST

The National Institute of Standards and Technology has published a plethora of standards
that are relevant for OT security. NIST standards tend to be more pragmatic in nature,
guiding the reader towards improving security, without laying a heavy burden of striving
for perfection. Nonetheless, there is more than su�cient depth for organisations who have
reached higher levels of maturity. An important advantage of NIST standards is that they
are freely accessible.

Hereafter follows a selection of standards that were found interesting for this research.
For readability, they are categorised as follows (sources that are particularly interesting are
emphasized):

• General and System Development
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– Framework for Improving Critical Infrastructure in Cybersecurity [19]

– 800-12 An Introduction to Information Security [20]

– 800-53 Security and Privacy Controls for Information Systems and Organiza-
tions [24]

– 800-82 Guide to Industrial Control Systems (ICS) Security [27]

– 800-160 and Systems Security Engineering (SSE) Project [31, 11, 32]

• Management

– 800-18 Guide for Developing Security Plans for Federal Information Systems
[21]

– 800-37 Risk Management Framework for Information Systems and Organiza-
tions: A System Life Cycle Approach for Security and Privacy [12]

– 800-60(-1) Guide for Mapping Types of Information and Information Systems
to Security Categories [25]

– 800-100 Information Security Handbook: A Guide for Managers [30]

• Toughness and Resilience (See ch. 7.3.2 and 7.3.3)

– 800-34 Contingency Planning Guide for Federal Information Systems [23]

– 800-61 Computer Security Incident Handling Guide [26]

– 800-86 Guide to Integrating Forensic Techniques into Incident Response [28]

– 800-92 Guide to Computer Security Log Management [29]

Hereafter, some of the NIST standards are emphasized:

Framework for Improving Critical Infrastructure in Cybersecurity

This framework [19] is a great source for any organisation that is aiming to increase their
level of cybersecurity. This (not-)standard takes a very pragmatic approach, aiming for
maximum impact with a minimal amount of unnecessary bureaucracy and security-theatre.
The improvement framework makes the organisational stance towards cybersecurity two-
dimensional by adding a review and update process. The approach has �ve basic steps for
organisations:

1. Describe their current cybersecurity posture;

2. Describe their target state for cybersecurity;

3. Identify and prioritize opportunities for improvement within the context of a contin-
uous and repeatable process;

4. Assess progress toward target state;

5. Communicate among internal and external stakeholders about cybersecurity risk.
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The core of the framework, the cybersecurity outcomes, are �ve important pillars of
organisational cybersecurity: Identify, Protect, Detect, Respond, Recover. Furthermore, a
basic maturatiy model is added in the form of implementation tiers.

Although this research is focussed on cybersecurity in projects, looking at this organisa-
tional process is still valuable due to its two-dimensional nature. The approach of describing
target states, working towards these and meanwhile communicating the goals with stakehold-
ers is a basic process-philosophy that is applicable to two-dimensional projects as well.

800-160 and Systems Security Engineering (SSE) Project

The SSE project is focussed on establishing standardised foundations of systems security
engineering [31] So far, the two most important publications of the project have been the
current two volumes of NIST 800-160 [11, 32]. Currently, two further volumes are planned.

The 800-160 standard takes a holistic approach: in 800-160-1 [11], the systems security
engineer is described as a generalist who is aware of all aspects of the system. Central to this
idea is the Critical Systems Thinking [40] (CST) approach.

This perspective on security seems to be somewhat unique in the security world, where
engineers often think in terms of risk and controls. In practice, however, the risk assessment
and control implementation strategies are well-de�ned, whereas the actual implementation
and execution of security knowledge in projects remains a problem. The result of this is that
risk is assessed, and that controls are recommended, but that ultimately many systems remain
insecure. Audits and compliance processes ensure some mandatory level of security, but such
approaches can hardly ever be called e�cient.

Some of these processes can be solved by involving engineering generalists who focus
on security: their holistic view allows for sharp, project speci�c, analyses with a focus on
e�ectiveness over e�cacy. Even though this may seem like extra work, the e�ciency gained
leads to easier solutions which in the end are cheaper to implement. For this reason this
approach is expected to be cost-e�ective, although this is yet to be proven in practice.

What is great about this standard, are its de�nitions of system life-cycle processes, gen-
eral approach and clear correspondence to ISO ISO/IEC/IEEE 15288 [10]. De facto, it is
an introduction of a holistic approach to security in systems engineering. This is very much
applicable in OT as well. Nonetheless, this standard cannot be applied to the goal of this
project directly, because it assumes single-phase projects (see 8.2.1 with one-dimensional
security approach. This means that systems are potentially insecure during testing and ex-
perimentation.

Part two of these standards, 800-160-2, describes Resilience for e.g. new systems [32,
ch. 1.1]. This is described in sections 7.3.2 and 7.3.3.

4.4.3 ISO 2700x

The 27000 series of ISO/IEC standards [41] describes many aspects and controls for secu-
rity. This series is predominantly focussed on the traditional perspective on security, based
on software and the management thereof within in an organisational context. The 27000
series is particularly strong in displaying what an organisation should do to ensure security
from a broad management perspective. This describes what structural elements (policies,
processes, etc.) the organisation should maintain to achieve a certain base-level of security.
These structures are at a very di�erent level than those at project-level: although very much
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applicable to all projects and activities within a company, they are out-of-scope for this re-
search. This research looks more at the actual product that is being developed. The 2700x
series is a good start for any company, but the general ideas are also represented in the stan-
dards by NIST and other cited works. Because the 62443 [9] standard (also by IEC), is more
applicable to project-management speci�cally in OT, and because NIST standardisation is
more easily accessible, this research will not actively use the 2700x series as a reference.

4.5 Internet of Things (IoT)

Where OT is often focussed on systems at the larger scale of industrial processes, IoT often
looks at smaller, consumer-grade devices in and around homes and o�ces. With the advent
of industry 4.0 principles, OT increasingly starts to look like IoT. Both industries use sensors
and communications systems to automate parts of existing processes: there are many simi-
larities between these industries which make an interesting comparison of security principles.

Depending on the exact de�nition of IoT, OT systems could be considered a subset of
IoT (e.g. see [42]).

4.5.1 Comparison of OT and IoT

Some of the similarities are as follows:

• Both OT and IoT use sensors to monitor processes or surroundings.

• Functionality is generally physically distributed over a facility, i.e. not in a single device.

• IoT systems are often remotely accessible: this is also increasingly the case for OT.

• Both IoT and OT make use of a combination of hardware and software (e.g. device
�rmware). Both thus have to deal with issues such as hardware or �rmware attacks.

There are also some important di�erences:

• in OT safety and availability are primary concerns; in IoT this is often less so.

• OT systems are often expensive due to the high development costs to ensure safety and
availability. IoT systems are generally cheap(er) and more easily replacible.

• OT systems often use proprietary protocols whereas IoT generally uses some imple-
mentation of the 802.11 standard (WiFi, Bluetooth, zigbee, thread, etc.)

Besides this comparison, there is another reason for interest in IoT. The modular nature
of IoT allows for continual development and expansion of the possibilities. This is also re-
�ected in some of the literature (e.g. the OWASP ISVS [43, Chapter V1] which is currently
under development), where system development and development life cycle are important
pillars. Of note here is also the approach for supply-chain security, and hardware-[43, Chap-
ter V5] and communication-requirements[43, Chapter V4].
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4.5.2 Applying IoT insights and literature to OT

Because of the popularity of IoT, more research and best-practices are available. Given the
similarities between OT and IoT, it can only be useful to look at OT from an IoT perspective.

For example, when looking at the OWASP top 10 for IoT of 2018 [44], the only point
that may not be directly applicable to OT is #6: "Insu�cient Privacy Protection". But this
is only the case because OT is not often concerned with processing private data. Therewith,
the top 10 for IoT is a great reference for OT engineers.

Other, similar sources [45] are also available giving insight into common issues that have
a high impact on security.

Where IoT started to become more popular some 15 years ago [42], OT has been gain-
ing awareness for some 5 years. As Wind River [46] puts it ’Unfortunately, there is no “sil-
ver bullet” that can e�ectively mitigate every possible cyberthreat’: the same is true for OT.
Nonetheless, we can try to look (5-10 years) ahead to see what progress IoT has made so far,
and reuse existing controls and strategies "that have evolved over the past 25 years"[46].

For example, Riahi et al. [47] model the relationship between the "Intelligent Object" (i.e.
System under Development, see ch. 2.1.1) to "Technological Ecosystem" (i.e. Contextual
Systems, again ch. 2.1.1), the "Person" and the "Process". Riahi also shows her model in
relation to the current state of research in theoretical security principles. This approach is
interesting, because it is a refreshing view on security complementing the standard CIA model
by McCumber [48, 49], who also discusses the importance of viewing the security subject in
relation to "information states" - related to "processing" for Riahi. See appendix A for more
on McCumber’s and Riahi’s models with a review of other related literature and approaches.

4.5.3 Security by Design

A repeating principle in the above sources [42, 44, 43] is security by design in some form or
another: starting with security as early as possible to integrate security in the design process
of a new system. By doing so, the quality of the security, and thus the �nal product, increases,
whereas costs and required e�ort go down. This emphasises the need for a similar approach
for OT, where security is addressed early.

4.5.4 Hardware

For the more technically inclined reader, it may be worth it to look into physically unclon-
able functions or PUF’s (e.g. [50]). Cryptographic systems can use PUF’s, i.e. use physical
properties, to more securely communicate with others. Because OT is also often based on
hardware, it is worth exploring IoT hardware abilities for security sensitive systems.

For this thesis, however, this is too technical and thus out-of-scope.

4.6 Automotive

Only a few years ago, the automotive industry was bombarded with negative press [51, 52]
about its state of security. Digitisation of cars is an interesting frontier of development, also
from a security perspective and at the surface [53] car-manufacturers make it seem like there
has been rapid and substantial improvement. In practice, the security of cars is still often
based on old safety standards [54], where security is an aside. Last year, progress has been
made on the standardisation front in a new automotive security standard [55].
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Cars are products that the consumer takes home: willing car-owners can tamper with their
vehicle all they want. This all seems very interesting, but a quick glance at some available
literature (e.g. [56, 51, 52]) does not yield especially progressive or advanced generalisable
insights on security, especially when comparing this to the rail industry. Projects such as
EVITA [56] do conduct a lot of valuable in-depth research focussed on cars, but this is not
easily extensible to other industries.

4.7 Evaluation

Based on reviewing literature that is currently available, we can determine what works well
and where improvement is needed to reach a satisfying SOTDLC.

4.7.1 Holistic Approach

A common issue is that security is a burden to projects. When the project is well on its way,
there is some security specialist who demands that all is changed because of some obscure
security problem. This is time-consuming, annoying and expensive. The problem here is
that security is an after-thought, and that the original design simply did not account for it.

One of the ideas proposed in literature to prevent this, is that security should be a holistic
approach [35, 11]. This idea is also supported in [20, 21, 37] as secondary sources. In short,
this approach mandates that the actual engineers/developers who design and implement the
system are the most important to security, by preventing security problems from getting
into the system in the �rst place. This means that activities such as threat modelling, security
reviews and security testing are primarily done by those who engineer the systems, and within
the development teams themselves. This way, security can be weighed against other interests
at early stages and by those who understand the system best. An important theoretical basis
for this approach (notably in [11]) is the Critical Systems Thinking [40] (CST) framework
for dealing with complex problems with contrasting interests.

Needless to say, this also means that the developers must receive basic training in (OT-)
security and how this is most e�ectively applied in their industry.

Simply hiring a security architect or security engineer to do everything in a project that
involves security is insu�cient, because this person will have a hard time understanding and
scrutinising all the design decisions without knowledge of context. Furthermore, if a certain
design choice turns out to be impossible because of security constraints, it is expensive to go
back and change it. This approach is thus more dependant on generalists.

Security Coach

Of course, it cannot be expected from system engineers that they are experts at security
as well as all the other factors that they already have to consider. Especially if there are
con�icting interests between the other engineering subjects and security. Therefore, there
must be oversight from someone who is actually an expert in security, that can keep oversight
over the security process and �nal implementation. This person is primarily a manager, who
coordinates between project management, security specialists, and the development team.

In this research we will call this person the ’Security Coach’, but other terms have been
used in literature for the same concept:

• Security Advisor (and also security coach for agile methods) [35]
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• Systems Security Engineer [11]

• Information System Security O�cer [21, ch. 1.7.5]

• Security Master [57]

The security coach oversees all activities on security and makes sure that an adequate level
is reached. While the development team is primarily self-supporting, they can be connected
to security specialists through the security coach. The security coach initiates important ac-
tivities for security (e.g. design and threat-modeling reviews), keeps track of the current state
of a�airs (known issues), and is responsible for dealing with security incidents. These activi-
ties are also the reason why this thesis uses ’security coach’ instead of advisor or engineer: this
person has an active role in the development process, and as such is not just an advisor; this
person is also not really an engineer, because they help the engineers with their work, but are
not actively engaged in engineering themselves.

As Howard and Lipner emphasize: "do not lose track of the high-level goal of the security
advisor: it is to help product teams become self-su�cient and “good at security.”" [35, ch. 6,
p69].

Other Security functions

The above approach requires the support of an organisational security team that specialises
in security at a technical level. This could include pen-testers, security analysts, incident
response team(s), and much more. The exact organisational support structure is out-of-scope
for this research.

The core idea here, is that the system-developers must have access to quality information
and advise whenever they have issues or questions. The security coach should know how to
reach these people and make sure that their knowledge is used e�ectively.

4.7.2 Single-Phase Approach as Default

As seen in this chapter, a common assumption is that projects are single-phase. This is also
addressed brie�y in section 8.2. A basic single-phase methodology suggests an incremental
approach to security, where more controls are implemented as the system matures. It is rel-
evant to consider multi-stage projects separately, because they introduce possibilities as well
as constraints. In large development programs and projects, the distinct design phases may
pose challenges for security: for example, during the design and experimentation phase, it
is not desirable to have very stringent security constraints on all prototypes. It is di�cult to
continually assess risk-acceptance and risk to develop security controls for said prototypes,
especially if prototype throughput is high (e.g. multiple versions per day). Nonetheless, con-
textual systems (CS) or the prototypes themselves may have need for security insight and
controls, albeit in a di�erent way, i.e. a special multi-phase approach.

4.7.3 Motivations

Implicit to a lot of standards is an incremental (waterfall) security approach with the aim of
getting a grip on security at an early stage, to predict and manage security risks early on. This
is up to 150 times cheaper (in IT [58], OT is likely even more dramatic) than waiting until
the product is done. This is a good reason for starting with security from the outset.
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The crucial pitfall to consider is the intrinsic assumption that it is also an option to secure a
project after the product was �nished, even if at a much greater cost. For the systems which are
subject to this research, this is not the case: trains must be reasonably secure before prototypes
are tested, because the environment is practically the same as for the end-product. Similarly,
self driving cars which are tested on the road must be su�ciently secure. The question is of
course: what does this ’reasonably secure’ mean during each phase of the SOTDLC?

Even when it is not strictly necessary to secure the system during development, it is still
prudent to adapt the security implementation strategy (see ch. 7) in such a way that the
system security is developed iteratively in a strategic fashion, prioritising e�ectiveness (NIST
also describes this on an organisational level in [19]). By considering the system through a
more accurate DLC model, and describing the desired security at each stage more speci�cally,
security can be designed to �t even better to the entire SuC. This potentially saves even more
time and e�ort, thus increasing quality while saving money.

4.7.4 Agile Based SDL

Although the dominant approach to security during development is a one-dimensional incre-
mental approach, there have been some publications applying agile methods to the security
development life cycle, e.g. [35, Ch. 18] (see also ch. 4.2.2) and [57].

Howard and Lipner [35, Ch. 18] mostly describe how their SDL can be applied to
projects using agile. This means that some agile processes are modi�ed to include secu-
rity; they also suggest adding a security sprint "security push" and a "�nal security review" to
remove most of the remaining security bugs before deployment.

Applying Agile Methods to OT

The overall challenge with agile as described by Howard and Lipner [35, Ch. 18] seems to
be the wicked and interdependent nature of security: the consequence of this is that security
has some distinct steps that do not necessarily clearly �t the agile philosophy, for example in
documentation, preparation and �nal security review before publication. Howard and Lipner
also comment on the suitability of agile to large projects: "What sets (...)[agile-] projects
apart from most Microsoft projects is that (...)[these] are not huge development e�orts (...).
Complex to a degree, they have an important goal: rapidly developed small releases". Mohino
et al. [57] con�rm this in their reading of the agile manifesto [59]: "[this] generally implies
not considering security activities during the life cycle (...), in addition to not taking into
account the support and supervision by an expert or security team". If anything, OT projects
are not generally simple or rapid. This begs the question whether agile interpretations are
suitable at all for OT or whether OT development could use some more agility.

While Mohino et al. [57] recognise the shortcomings of agile with respect to security,
they also describe an important pitfall for traditional incremental security approaches: "it is
increasingly necessary to immerse in agile methodologies to take advantage of the �exible
response to functional requirement changes and reach a high degree of quality in software
development projects". This is exactly a problem as described in this research with respect
to OT R&D, showing the con�ict between the traditional approach to security and current
needs.
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Crystalising agile

Ultimately, the project-structure does not really matter, provided that stakeholders realise
that security is a bit odd. With an eye on the needs and wants of security and with �exibility
towards overly strict organisational paradigms, it should be possible to adapt any project to
include security successfully. In this research, a multi-phase DLC approach is used (see ch.
8.2.2). This approach could also be agile, where each phase has several sub-projects that each
have their own agile team which works in parallel to- and in collaboration with the other sub-
projects.

What ultimately matters most for the SOTDLC is the way agile deals with the wickedness
of problems. For the SOTDLC, the following principles are crucial, regardless of whether
an agile approach is actually used (based on [35, 57, 59]):

• Frequent review of requirements and goals, welcoming changes (as is done with a DLC,
see 8.2);

• Shared responsibility for quality;

• Collaboration between business people and engineers (e.g. with a security coach, see
ch. 4.7.1;

• Promote sustainable development ecosystems, where the feedback-cycle can be re-
peated inde�nitely; and

• Simplicity is essential.

Of course there are more agile principles, supplemented by Mohino et al. [57] with their
principles.
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Chapter 5

Risk

5.1 Overview

This chapter looks at risk by splitting it into two components: strategy and impact:

Risk = Strategy ∗ Impact

1. Strategy =Threat Intelli gence + Adversarial Model

2. Attack Impact = Assets +V alue

This way of looking at risk is uncommon: usually the equation likelihood ∗ impact is used,
which allows for visualisation of risks in colorful (green, yellow, red; denoting risk acceptance,
see ch. 6) risk matrices that are easy to understand. The di�culty for security is, however,
that the likelihood of attack attempts on a system is 100%, as long as there is anything of value
in the system, which is always the case for OT. Likelihood is thus not a meaningful way to
look at security. The question is not if an attack will occur, rather how those attacks will occur
[37, p. 40]. How will the inevitable attacker react to the system and adapt to its challenges?
What is their strategy?

Figure 5.1: Risk Equation: Risk
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The approach to threat assessments as taken in this research is di�erent than what many
would expect based on common practice. This approach is more suitable here, because dis-
secting risk into its sub-components strategy and impact allows careful scrutinising of these
sub-components. This is necessary because the interests and practical considerations for OT
are occasionally fundamentally di�erent from IT, especially in innovations: IT based prac-
tices must therefore be evaluated at a fundamental level as well.

The core idea of understanding risk, is to understand what is causing that risk. For cyber-
security, an important part of this is looking at the attacker. The discipline of understanding,
predicting, and preventing attackers is (cyber-)criminology. This �eld is thus of paramount
importance for accurate threat assessment and risk analyses. Figure 5.2 shows criminological
research areas that are relevant for the security equation in yellow.

Figure 5.2: Risk Equation: Working together with Criminologists. Criminological aspects in
yellow, Security in Blue.

After describing strategy and impact individually, they are combined into a risk analysis
strategy speci�c to OT at the end of this chapter. This strategy is later used in the SOTDLC
process, in chapter 9.

5.1.1 Further steps

This chapter introduces ways to talk about value, assets, attackers and risk. OT is complex
and requires detailed approaches to business goals and threat-modelling. Based on the mod-
els in this chapter it is known what should be considered when looking at threat-modelling
approaches in the SOTDLC. What remains is applying this knowledge to the structure of
the SOTDLC process. Chapter 9 goes into depth about the project model, stakeholders,
and various interests. Here the threat-modelling steps will be made more concrete for the
various stages of the project. Chapter 10 will later give insight into stakeholders in the threat-
assessment.
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5.2 Threat Assessment

This section describes how strategy (sect. 5.3) and impact (sect. 5.4) can be used in threat-
assessment.

A threat-model is the result of the threat-assessment. It is a structured description and
valuation of security related threats to a SuC. Threat-assessment (or -modelling) is a common
activity in both IT and OT, where usually a threat-model is made �rst, whereafter security
controls are implemented.

Quite a bit of research has already been done for threat modelling for OT in particu-
lar: Hollerer et al. [8] have recently listed quite a few threat modelling techniques for OT.
Unfortunately, none of these techniques are quite suitable for the SOTDLC, as described in
section 5.2.2.

5.2.1 Di�erences Betweeen OT and IT

OT is complex and Expensive. Projects are di�cult and large. The advantage is that to attack
such systems, specialist understanding of the architecture and hardware are required. This
knowledge used to be quite rare, but is becoming ever-more common now that attackers are
catching on to the value of these systems.

There are quite a few things that clearly distinguish OT from IT. In the risk equation,
this most heavily in�uences the determination of risk. Therefore, important di�erences are
discussed here, to substantiate later choices in the threat-modelling approach.

Safety and Regulation

A major di�erence between traditional IT and OT is that IT manages data, whereas OT
manages physical processes. Kaspersky warns about this in their report about the state of
industrial cyber security [60]: "Physical assets can be manipulated or even destroyed by cy-
berattacks. Criminal organizations are now exploiting these possibilities as a business model".
Because of the physical nature of OT, safety is an important concern: physical consequences
can harm people, property and the environment.

Safety has been an important topic for OT for a long time: as of now, safety has been
well-regulated in all aspects of industrial policies, standardisation and law. This means that
changes to existing OT can be very di�cult due to bureaucracy. Furthermore, OT is generally
developed with long lifetimes in mind: commonly between 5-30 years compared to 2-8 in
IT [61]. This means that technology is updated infrequently and does not change much.

Kaspersky did some research into what are typical bariers/delays in the implementations
of ICS security projects[60, p. 17]. The three most reported problems were:

1. Approval takes too long (31%)

2. Too many decision-makers delay execution (23%)

3. Production stop for implementation not accepted (34%)

The �rst two illustrate that bureaucracy is really an issue for OT security. The last barrier
ties in to the next section:
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Availability has priority

Production processes and factories are often expected to be online 24/7/365 for multiple
years on end without interruptions. Some production processes require multiple days to
start and stop. With the small �nancial margins that these systems are often operated at, it is
relatively very expensive to shut down a production process if there is no immediate need to
do so. Security is, of course, generally preventative, and is thus not deemed important enough
to shut down the factory for. Patches have to wait until the next maintenance interval, and
are even then heavily scrutinised.

The age old addage ’if it ain’t broke, don’t �x it’ is often a holy mantra in OT: changing
things that are perfectly �ne and have been so for time immemorial should not be changed,
because they might break after the change.

Security is quite di�erent, it quickly develops and guarantees about security, especially
through time, do not exist. Luckily for this framework, the conservatism of OT has not quite
adulted to its �nal form yet during the R&D process, where tests and changes are still allowed.
The SOTDLC can conveniently disregard the production-stops, because they are not part,
or an accepted part of the development process anyway.

5.2.2 Requirements to Threat-assessment Strategy

To produce a suitable threat-assessment strategy, it is important to understand its goals.
Hollerer [8] describes an overall threat-assessment approach:

1. Model the system to build, deploy or change

2. Find threats based on that model

3. Address the identi�ed threats

4. validate the completeness and e�ectiveness of the countermeasures

Muckin and Fitch use the mnemonic "There are no idle (IDDIL) threats - they attack
(ATC)" [37, p. 7], see �g. 5.3.

Figure 5.3: IDDIL-ATC, [37, Figure 4, p. 7]

These methods are quite similar to what is found in software development, e.g. at OWASP.
The exact execution of these approaches (e.g. using fault- or attack-trees, or UML diagrams;
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or modelling the system in a DFD) is quite well researched and de�ned. These methods are
not really di�erent for OT than for IT, and are well-known for both. Therefore, they are not
discussed further here.

Triangulation Approach

The di�culty of both the above approaches to threat-assessment, is that the system architec-
ture must be known to quite a degree of detail to make meaningful assertions about value,
impact and security. It helps to de�ne a rudimentary system architecture to reason about gen-
eral threats and potential security challenges later in the design process, but this can hardly
be called a robust approach to security.

Although Muckin and Fitch [37] argue against looking at threats at asset-level, this does
provide a useful supplement to threat modelling during early stages of the development
project. Combined with other techniques, such as the black-box asset modelling approach
(ch. 5.4.1), and strategy assessment (see ch. 5.3), this can be used to build a triangulation
methodology. Through triangulation a reasonably accurate estimation of the true threats can
be made.

Triangulation here, is de�ned as the usage of multiple independent strategies for estimat-
ing the same hidden variable. The degree to which the di�erent strategies give similar results
or insights is a measure of expected accuracy.

Adaptive Approach

Not only the degree of knowledge about the system varies throughout the R&D process, but
also the speed at which changes are applied. At the beginning of a project, it is likely that
many directions and concepts are tried and tested. Later in the project, core concepts and
architecture are known, and big changes become decreasingly likely. Security bene�ts from
certainty, so where it should allow for �exibility in the beginning, to not impede progress, it
should evolve with the project. As the system matures, so does its security: over time adding
security at deepening levels of depth.

Overall there are two realms of adaptability that the method must provide:

1. dealing with di�erent amounts of knowledge about the system architecture; and

2. dealing with varying speeds at which changes are applied on the system.

Dynamic Determination

Because the SuD in the SOTDLC is prone to rapid changes, especially during tests or exper-
iments, project teams must have a way to equally rapidly assess risks to determine the accept-
ability of sudden changes or engineering choices. For example, when a sub-component is
added, removed, or replaced, the engineer must decide whether that is acceptable: they must
understand the security requirements of the component at hand and be able to interpret these
in real-time.

5.3 Strategy

In general for new OT concepts, subsystems could be tested or simulated in a controlled,
secure, environment. Such an environment e�ectively eliminates most of the opportunity
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for an attack, and even if the attack succeeds the consequences are small. The developers can
choose between security-by-design or retro�tting security measures. Especially for projects
where a lot of fundamental changes are made as lessons are learned, it may be tempting to
skip the security until the end, when it is sure that the component will actually be used.

When developing an improvement to existing systems or even some new systems, such
an approach may, however, not be feasible: such systems will eventually need to be combined
into an actual working test-system for testing of its entirety. Other systems must be tested
in practice, because simulation is not practical. For ATO-systems this also holds: the test
trains drive on the same tracks as regular trains, albeit at night, and use the same rail tra�c
management systems as regular trains. Furthermore, trains that are used at night for ATO-
system or -driving tests, may be used the next day in normal operations. The SuD is such a
case in a ’hostile’ environment, where threats are also very real.

This research is speci�cally focussed on this latter category of projects: systems so large,
complex or speci�c, that they need to be developed in a hostile environment.

The Cyber Kill Chain® by Lockheed Martin [37, 38] describes the steps taken by ad-
vanced attackers. The idea is that the attack-path (the ckc) can be interrupted at any stage
to stop an attack. Ideally, measures are taken to prevent the success of an attack at multiple
stages. The expected strategy of an attacker is important here, because this determines which
assets are likely to be targeted within the various stages of an attack.

The strategy of an attack in a hostile environment is dependent on that which causes the
threat. In our de�nition of security (see ch. 2.1.2), security is de�ned in terms of assets and
violations. Here, impact is the consequence of violations to assets; and strategy is determined
by the attacker’s desire to violate this particular asset or set of assets in an attack path. There-
fore, to understand the strategy of an attack, we must understand how the attacker and the
asset relate to each other, and to their context in the world.

5.3.1 Adversarial Model

First, we must understand the adversary: the attacker. What is their motive, how capable are
they, and what are their means? Ultimately the goal for the SOTDLC is to understand the
possible approaches that an attacker would use to in�uence or access the system. This allows
for a tailored approach with regard for priority and e�ectiveness over e�cacy.

Currently in security, mostly simple models of attacker properties are used to give rough
insight into attackers (engineering perspective). Unfortunately, these models are inaccurate
and not su�ciently e�ective to optimise security (and thus save costs). Therefore, a more
criminological view could give more precision and insight (see �gure 5.2). Unfortunately,
not a lot of research is currently done on cybercrime in organisations, let alone OT.

Engineering Perspective

Rocchetto and Tippenhauer [62] have written a great comprehensive (freely available) article
on attacker pro�les in cyber physical systems. Based on extensive literature review, they
de�ne and motivate terminology, fundamental attacker properties and attacker models. They
even provide an open-source tool to customise and better understand incorporated models.

An important shortcoming of this article, and of most of the articles it cites, is that they are
entirely a theoretical exercise, based on (mathematical) reasoning and consensus about prob-
able properties and behaviours of attacks. A common basis for this is taxonomy of known
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common attacks combined with hard-earned experience and common sense. In general,
such models are a good start and do a decent job. If looked at critically, however, this is a case
of survivorship-bias (and by extension selection bias): mostly successful attack strategies and
defensive experience with attackers are known. Failed attacks, and more importantly the ele-
ments that make such attacks fail are thus excluded from the models. In essence the attacker
models by Rocchetto and Tippenhauer are great at attacker classi�cations, after attacks have
manifested. They are not really great at predicting attacks.

An interesting exception to the former paragraph is the paper by Matusitz [63] (as cited by
Rocchetto and Tippenhauer [62]), which takes a philosophical approach to examining cybert-
errorism through post-modernistic chaos-theory and game theory; an interesting, though
slightly pessimistic, read. This paper con�rms the view that de�ning cybersecurity in static,
linear measures does not work:

"Without a doubt, conventional strategies - tools, weapons and tactics as we know
them in the real world - lead nowhere against opponents who carry out attacks
in a postmodern [complex, multi-faceted and uncertain] manner. The cyber at-
tackers and the people trying to protect networks or systems not only engage in
real-time game play; they also use strategies that are not conceivable in conven-
tional con�ict."[63, p. 181]

It should be noted that Matusitz’ claims in this paper are highly debatable, as my col-
leagues and I discussed in an essay [64]. Furthermore, Matusitz seems to claim that in the
post-modern, chaotic attackers we see nowadays do not allow modeling, which would contra-
dict the whole premise of Rocchetto and Tippenhauer that tooling can be made to choose the
most appropriate model: it is not possible to choose an appropriate model, if you support the
claim that modelling is not possible in the �rst place. It thus seems strange to me that Roc-
chetto and Tippenhauer would cite Matusitz in their paper, even if it is just for substantiating
their de�nition of a cyber-terrorist.

The common attacker-models in security engineering do not show the dynamic human
perspective [65] of the attacker: in a sense, the attacker is seen as a rational and passive agent,
who makes decisions and behaves based on rules. In practice, however, many more factors
play a role such as prevention, external reputation of a company, ease of access, etcetera.

The �eld of criminology covers all of these additional elements, by looking at actual man-
ifestations of attacks and attackers in both qualitative and quantitative research and is able to
more accurately predict behaviour and associated consequences.

Criminology

The criminological perspective can be broadly split into qualitative and quantitative research.
Qualitative research is more about the attacker and their modus operandi on a case-speci�c
level, whereas quantitative research is about statistical evaluation of many attacks and com-
monality of various modi operandi (i.e. threat intelligence, see ch. 5.3.2).

The disadvantage of the engineering approach is that it only provides insight into the
passive capabilities of an attacker. Research suggests [65], that by looking at behavioral factors
such as decision-making processes and psychological e�ects, a more accurate, reliable and
usable understanding of attackers can be built. This understanding could be used to in�uence
decision-making of attackers [66].
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Currently, there is often little substantiation to claims about the likelihood of attacks:
generally such claims are based on the technical di�culty of an attack. This does not tell
the whole story. criminological analysis can help motivate risk-assessment: some attacks are
unlikely, simply because nobody is interested in performing them or because there are easier
and more obvious ways to achieve the same result.

Appendix C contains a list of URL’s pointing to criminological articles that may be use-
ful. Unfortunately, there are also still a lot of open questions in cyber-criminology [67],
especially when looking at businesses, and moreso in OT. This is considered a very impor-
tant open wound to threat-modelling in both OT and IT: it is highly advised to read into this
further before de�ning a threat modelling approach for your organisation. It is hoped that
more organisations will work together to employ and encourage criminologists to further this
research.

Cybercriminology o�ers potential for a large amount of new approaches to dealing with
cybersecurity. Figure 5.2 shows many interesting research areas in relation to security risk-
assessment. The research agenda "The human factor in cybercrime and cybersecurity" [67]
gives an overview of open questions and potential research areas that could be useful to busi-
nesses also.

For this research we consider the important point to be that a common way of discussing
attackers is necessary, especially in a threat driven approach, such as described by Muckin and
Fitch (Lockheed Martin) [37]. Ultimately, it does not matter much which model (engineer-
ing or criminological) is used at the level of implementation. At a strategic level, however,
this does matter (a lot), because more precise models allow for greater e�ciency in security
implementation; e�ciency is of vital importance for any viable business-model. Nonetheless,
it is out-of-scope for this research to dive in any further: this should be taken up by specialists
at an organisational level, e.g. as addition to the threat-intelligence process (see ch. 5.3.2).

5.3.2 Threat Intelligence

Gathering meaningful knowledge about potential threats to a particular organisation or asset
is a complex and time-consuming. In general, this is assumed to be an activity conducted on
an organisational level, supervised by the CISO/CIO. The production of the threat intelli-
gence reports is thus largely out-of-scope for project security and thus this research. We do
discuss some methods of looking at, or gathering threat-intel, because this may be relevant
for consideration at a project-level.

Despite the high-level nature of it, the threat intelligence should be combined with the
attacker model. A purely vulnerability driven approach is bound to be ine�cient or even
ine�ective [37, p. 3]. With both models combined, statements can be made about how likely
some modi-operandi for attackers are. By extension this gives knowledge about the types
of attacks that can be expected, speci�cally about the e�ort and means an attacker might be
willing to invest. This in turn gives direction to security e�orts.

Criminology

For most organisations, the threats are more likely to be using common attack-strategies and
attackers: these are modelled in quantitative criminology through statistics about occurrence
and attack-patterns.
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Organisations and systems that are deemed critical to society are more likely to be tar-
geted by attacks tailored to speci�c goals and interests of attackers. These organisations ben-
e�t from the support of good and recent criminological research. A good intelligence o�ce
in government could support this with qualitative research based on their secret sources, but
cannot give su�cient insight alone. Trend reports and analysis is currently mostly done by
private companies, who have a direct interest in selling products that are related to the trends
they analyse. The security industry could really use independent criminological research,
giving quantitative insight to make reasonable and accurate assessments about the reality of
such threats.

It should be considered that security cannot be 100% great all the time and budgets are
not endless. Therefore, this latter category of organisations should be aware that accurate
threat intelligence is paramount to securing the right assets and architectures su�ciently and
e�ectively. More average organisations will likely bene�t more from following mainstream
security trends and advice based on known attack-trends.

Getting hands on threat-intel through Honey-Pots

One method of getting high quality data that is highly applicable to a particular organisation is
by using honey-pots. Currently, honey-pots are mostly used for detecting attackers [68] [69,
p741], but they can also be used to gain understanding about attacker behaviour. Honey-pots
are especially useful in environments where attacks are frequent and sophisticated (unsophis-
ticated attacks are generally already prevented and detected and thus well-known, eliminating
the need for further investigation).

This research method is called out here, because it is something companies can do them-
selves to gain precise insight into their speci�c risk-pro�le (although it would be great if they
shared their �ndings for the better of others). Honey pots are already used in practice to gain
insight into the ways attackers react to security measures such as deterrence and prevention
[66]. At the same time, some work still needs to be done to re�ne and increase reliability of
this new research tool [70, 69].

5.4 Impact Analysis

This section is primarily focussed on the perspective of an attacker. From a business con-
tinuity perspective in R&D, assets and value are di�erent than from a risk perspective. In
practice, an attacker has limited knowledge, and they must react to what is found in a system.
Furthermore, an attacker has a broader view of value than the business itself.

If impact is considered from the perspective of the attacker, it could be described as the
potential revenue or pro�t for the attacker. As stated this is heavily based on the impact on the
business, i.e. continuity impact. What the attacker is able to gain (or perceives as attainable),
depends on the SuC architecture and its value to the organisation. Note that progress towards
value (i.e. a step in an attack) is also considered valuable in and of itself.

5.4.1 Modelling Assets

There are two useful perspectives on assets and value for determining risk:

1. Organisational perspective, which includes all of the available knowledge; and

2. Attacker perspective, which is limited by what is visible to them.
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The classical assumption is that the attacker knows everything about the system, and that
the attacker is able to accurately value assets. For most purposes this is good, because this
stimulates toughness (see 7.3.2) which prevents attackers from moving further into the sys-
tem once they gain a foothold. This position is equivalent to the �rst perspective, and is
mostly considered in chapter 6.2.

Time

In deployed systems, which are not changed often, attackers have more than enough time to
discover the system and do reconnaissance. A stealthy attacker is able to alternate gathering
knowledge with making another move. E�ectively this means that the attacker knowledge is
equivalent to knowing all about the system architecture.

During early stages of development, the system changes quite frequently. At this stage,
the system does not often have a major impact on business continuity yet. These two things
combined make the SuD both more di�cult and less interesting to attack. Of course such
e�ects are variants of security by obscurity, which should be heeded. Nonetheless, when used
strategically and carefully, such e�ects do help in practice by increasing required investments,
e�orts and skill-levels.

5.4.2 Modelling Value

Ultimately, an attacker wants to achieve their goals. To make meaningful comparisons be-
tween various attacks and their consequences to an organisation, the ’value’ abstraction is
used. Here the presupposition is that:

• either the attacker wants to gain as much value as possible; or

• it is intrinsically valuable to an attacker that the target looses value, e.g. for (cyber-)
terrorism or vandalism.

If there is no value to be gained for an attacker, it is less likely that an attacker will put in
the e�ort required for an attack. Of course, this is limited by the what the attacker is able to
perceive.

On the opposing side, the organisation does not want to loose their value: they would
rather increase it. It is important to note that the meaning of value to the attacker and the or-
ganisation can be, but are not necessarily the same (see ch. 6.2). At the same time a common
method for attackers to transform business-value to attacker-value is ransomware.

Properties of Assets: Time-Adjusted McCumber

Various security models for describing valuable properties of assets have been proposed, typ-
ically focussed on software. The properties described in these models are valuable to the
organisation, and are known for their ability to be transformed into Attacker Value.

The general consensus is that Con�dentiality, Integrity and Availability (CIA) are the core
properties that must be protected. Appendix A discusses many of the available models. There
it is concluded that overall value of assets is accurately modelled using the following three
dimensions:

1. CIA, which models value in terms of security properties;
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2. Storage, transmission, and processing, describing the stages in which the information and
its value can manifest itself; and

3. Unrealised, Ongoing, Contained, describing the temporal phases for violations to value.

This new model, Time-Adjusted McCumber, addresses and improves shortcomings of ex-
isting systems, while maintaining the implicit trend towards a more general value model. The
disadvantage of this model is that it is more complex and less intuitive. For this reason, this
method is unlikely to be suitable for usage by engineers and management. Nonetheless, such
a more complex value model seems to be necessary to deal with the similarly complicated na-
ture of the SOTDLC: similar to what was stated in section 5.3.1, this value model should be
considered by specialists (e.g. security coach) who support engineers in their implementation
of security and help management with making decisions.

This model is relevant, because it opens up the option for additional precision when this
is needed. It gives users a tool to verbalise the relationships between value, risk, and causes of
risk. Everyone is involved in security, so stakeholders must be able to precisely explain goals,
interests, and consequences when it matters the most, especially in comparisons with other
aspects of a system (e.g. usability, cost, computing power).

While appendix A describes the value-model from the organisation’s perspective, it also
gives insight into the attacker:

1. How can the attacker pro�t? e.g.:

• Con�dentiality yields value by selling data or publishing it.

• Integrity yields value from the e�ects of modifying or manipulating some data

• Availability yields value through ransom, or competitive advantage when the tar-
geted organisation is unable to function.

2. Where is the value?

3. How much control over the value does the attacker need to pro�t from it?

Criminology: Prevention and Intervention

Analysing what business value can be converted to attacker value is only one side of the coin.
There are also values to the attacker, that organisations can use to their advantage. For ex-
ample, an attacker would likely wish to stay anonymous, such that it is di�cult for authorities
to �nd them. Attackers also value their time. If such aspects are understood, the organisation
could also implement measures to increase the risk and required investments for attackers.

Unfortunately, little is known about perpetrators of cybercrime. Especially specialised
attackers are little understood. Nonetheless, based on some research into perpetrators, their
age seems to be similar to conventional crime, i.e. most perpetrators are younger than 20
[71, p116, ch 4.4.1]. There has been further research among young hackers into their cyber-
criminal activities, and there are indications that e�ective preventative measures can be taken
[71, p 272-274 ch 8.4.2.]
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Chapter 6

Risk Acceptance

The second of the variables in the security equation is Risk Acceptance. For security special-
ists, it is easy to forget context and think in terms of decreasing risk only. On the business
side, people may be tempted to seek zero risk. These are both not, however, viable solu-
tions: business priorities do play a role in selecting security controls; and systems are simply
too complex to guarantee security. As Muckin and Finch also discuss in their threat-driven
approach:

"Risk acceptance and risk management criteria must be determined per each sce-
nario, and shift appropriately as the business/mission objectives, assets, threats
and risk variables vary over time. Empowered decisionmakers need to have the
best information available to make educated decisions concerning risk acceptance
and management." [37, ch. 5 p. 41]

Resources are generally scarce, and thus risk acceptance should be the chosen solution
wherever reasonable to free up resources for those things that have a higher priority. Before
decision-makers can make informed decisions, they must have the right tools.

Risk acceptance is split into two components:

Risk Acceptance =
Impact
Goals

1. Continuity Impact = Assets +V alue

2. Business Goals = People + Purpose + Process

Because of the nature of risk acceptance, its boundaries can be mostly considered long
before any actual prototype of the SuD is realised. As will be shown in this chapter, both
impact and goals are de�ned based on organisational vision and strategy, independent of the
project. This also means that much of the work done to produce a risk-acceptance strategy
can be reused: it is very similar across projects. Clearly, each project will need to develop this
strategy into project-level risk-acceptance based on the SuD architecture as it emerges.

Further steps

This chapter introduces ways to talk about impact and business goals. OT is complex and
requires detailed approaches to business goals and threat-modelling. This chapter gives an
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Figure 6.1: Risk Equation: Risk Acceptance

idea about what organisational facilities are necessary for good security practices in the SOT-
DLC. What remains is applying this knowledge to the structure of the SOTDLC process.
Chapter 9 goes into depth about the project model, stakeholders, and various interests. Here
the exact steps will be made more concrete for the various stages of the project. Chapter 10
will later give insight into stakeholders in the risk acceptance analysis.

6.1 Risk Acceptance Analysis

This section describes the overall process determining Risk Acceptance. Ultimately, a Busi-
ness Impact Analysis (BIA) and business Goals are combined into a risk acceptance strategy
for the project, through a risk acceptance analysis.

6.1.1 Requirements to the risk acceptance strategy

The risk acceptance strategy is e�ectively a common language between the business vision
and security specialists. It describes a border between when security is good enough, and
when it is not: it facilitates measurement and evaluation. The risk acceptance strategy is
shared between multiple stakeholders, and should thus be written in a common language
(�guratively), which is shared by all stakeholders.

Security Coach

The risk acceptance strategy should give the security coach insight into what the business
needs from the security department. The security coach can translate the strategy into tech-
nical terms: what does it concretely mean for the SuD and thus the design team? The secu-
rity coach can (more accurately) select and promote security controls that are promoted and
taught to engineers and architects, increasing overall performance in the realm of ’security-
by-design’.

This means that the strategy must reference system architecture: which assets have which
value, and what impacts are and are not acceptable. The security coach should have enough
information to cross-reference particular considerations with SuC specialists for more details.
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Project Management

The risk acceptance strategy should be speci�c enough that project management can use
it as a (crude) project-maturity metric. This means that core strategic concepts should be
measurable and explainable to people without technical backgrounds.

Business Specialists

These people must understand how the project relates to the organisation as a whole. Up-
per management should be able to uniformly weigh the signi�cance of projects for strategic
decisions.

6.2 Continuity Impact

Impact on Continuity is analysed in a Business Impact Analysis (BIA). By de�nition, a com-
pany must remain operational - i.e. it must ensure business continuity - to ensure its longevity
and achieve its goals. Anything that impacts said continuity is thus a fundamental threat to
the organisation.

In a BIA , Assets (sect. 6.2.1) and value (sect. 6.2.2) are combined to give insight into
their relative importance. Overall the BIA can be done as usual, and even before starting
the project: the SOTDLC does not require special methodology at that stage. Later in the
project, as a company becomes increasingly dependant on the success and function of the
project, assets produced by the SOTDLC should be added to the BIA in a component-level
analysis.

Similar to threat intelligence, the BIA is considered a part of normal security activities,
directed on an organisational level. Furthermore, the BIA is useful for other quality-related
�elds as well. Analyses tactics for the BIA are a scienti�c �eld in their own right, far beyond
what can be discussed in this document. It is important that an organisation or project has a
security specialist/coach who is able to value the BIA for security, and apply it to the context
at hand.

6.2.1 Assets

Value relates to assets; assets can be organised through architecture in systems. Half a wheel
does not do half as good as a whole wheel: systems, in their combination of assets, produce
(much) more value than the sum-total of the individual assets. Moreover, if a single asset
fails, the entire system could fail. As the SuDis developed, it becomes more complete and
more valuable to the business. Therefore, risk acceptance analysis is partially based on the
system architecture.

In the SOTDLC, the SuD is, as the name suggests, under development: the exact assets
are still unclear, and architecture is being designed. In early stages of the project, it is thus not
meaningful yet to discuss the SuD as an independent architecture. Given that an architecture-
based risk-assessment approach is not feasible in most of the project-stages, the use of the
remaining possibilities is unavoidable:

• Architecture abstractions Use what is generally known about the system to determine its
impact on context. By extension this gives constraints to the SuD to protect the CS.
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• Asset-level evaluation Dynamically analyse individual assets and their direct interfaces/-
communications as the components are built.

Black Boxes

The more information is available, the more detailed impact assessments can be, and the bet-
ter security can be brought into alignment with business goals. Therefore, it is advisable to use
reliable information that is known, to construct a non-volatile architecture overview, mod-
elling components that will likely be in the �nal system. These components can be considered
black-boxes while little is known about their contents, but where meaningful reasoning can
be done about value and impact (i.e. considering a component a high-level asset).

The SuC as a whole

For contextual systems (CS), more is assumed to be known in terms of threat assessments.
Through the black-box-architecture, it can be assessed what impact the current SuD in its
developing state has on the CS. This way, a lot can be said about what is and is not acceptable
in early stages, giving guidelines for engineers and architects.

Asset based risk evaluation

Building components with security in mind, given the constraints that are already available.
A rudimentary assessment of the value within the asset should be made at design-time. Based
on that, security controls can be designed into the asset from the start.

Early on, a business is not yet dependant on the functionality SuD in itself, although it
may need the development project to succeed for continuity. This means that during testing,
the SuD could fail without signi�cant impact on the company. The CS, on the other hand,
may be very important to the business: especially in cases of enhancement projects (type 2,
see ch. 8.1). Asset modelling for determining impact on continuity is thus more feasible,
because architecture modelling is possible: the CS already exist.

Knowledge

As the development project progresses, the SuD may start to have impact on the CS. Strictly
speaking, the SuD still does not have much business-value at this stage: it mostly has value
to the attacker as an entry-point or through persistence. Contrarily, knowledge gained in the
R&D project may be very much of value. Especially if the organisation is dependant on the
project, it is important to also secure the body of knowledge. Fortunately, this is not a case
of OT security: this is an IT endeavor, which is well-described in literature and experience,
and thus it is out-of-scope for this research.

6.2.2 Value

The determination of value to estimate impact from the perspective of a company is very
di�erent to the perspective of an attacker. As stated in chapter 6.2, whatever is valuable to
the organisation may be of value to the attacker, if the attacker can convert ’business-value’
to ’attacker-value’, e.g. through ransomware or disruption.

Business-value, in the context of security, is ultimately based on the degree in which the
asset contributes to the overall value-production of the company. If failure of an asset means
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that the company cannot e�ectively produce anymore, this is a problem. If the same failure
does not impact daily operations, then it is less a problem. Of the three dimensions used for
modelling attacker-value (see ch. 5.4.2), the temporal (time) dimension of the asset plays an
important role here: a common approach is to describe the time an asset can be o�ine, or
compromised before this becomes a problem for the company.

6.3 Business Goals

Ultimately, the aim of a business is to produce value. Often this value is considered �nancial,
but for governmental or non-pro�t organisations this could be very di�erent. The type of
value the organisation produces dictates the goals of the business and by extension its projects:
the inner workings of the business should be in alignment with these goals. The vision of the
organisation describes how the organisation wants to achieve its mission (value). Business
ventures (goals) should be in alignment with the vision.

In some sense, the business goals are already taken into account in the BIA. Fundamen-
tally though, the BIA is more concerned with the present state of the business, whereas the
business goals are about the future. This is relevant when considering security: security is
also time-dependant. Attackers need time to develop a position on a system, and abilities of
attackers evolve through time. In some cases, some threat may be an issue now, but not later:
if security controls to mitigate the threat take long to implement or are expensive, it may be
more realistic to simply do nothing, or to look at impact reduction e.g. by implementing a
sub-optimal solution that is good enough.

The analysis of project-related business-goals is divided into people, purpose, and process
(ppp) in the rest of this paper. This is not a rigorously de�ned methodology in any way, but
it shows how the business goals can manifest themselves in the various aspects of the process
as well. This is good to consider later in this report when people, purpose and process are
analysed more in-depth with regard to the project structure.

Clearly there is also a feedback loop going on here:

• Analysing ppp

• Applying insight into goals in security equation

• Update ppp with new goals, also learn from external security trends.

This means that there is organisational learning cycle going on, where goals are rede�ned
based on lessons learned about the target-system: management should be aware of this.

The exact manifestation of the ppp triad is highly context-dependant: the analysis is thus
left to the reader. Wherever relevant for security goals, the related chapters will address this.
The precise de�nition of how to understand and analyse the goals of a business is a science
in and of itself, far beyond the scope of this research. The focus for this research is mostly
the application of the information in organising project security for R&D.

Escalation

If the system-at-risk is critical to the safety of an OT system and the organisation deems
it unacceptable that the system fails, then the conclusion must be that the installation of an
unsecured connection to this system is unacceptable. If, on the other hand, the experiment
is critical - it must not fail -, the only solution is to do contingency planning to guarantee
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secure success of the project. Either way, security controls and incidents should not come as
a surprise.

From the outset of this project, an important concern has been the practicality of the pro-
posed standards: given that the whole point of R&D is the rapid development of knowledge,
security should not prevent the project from progressing. Nonetheless, an organisation does
have limits on how much risk they can take, even in an R&D project.

In general, at every moment in the project there are two choices:

1. Implement measures to bring security (and thus risk) to an acceptable level; or

2. Discontinue (part of the) project because the risk is unacceptable.

When the boundaries of acceptability are breached, the project is escalating in terms of
security. Such situations are precarious: gambling beyond your capabilities to bear conse-
quences is a dire thing to do. Nonetheless, many projects su�er from escalatory behaviour
in projects, where decisions are continually made beyond risk acceptance. This is sometimes
because of particular situational context that leaves no other option. Sometimes it is simply a
matter of incompetence (e.g. following the fallacy of sunken cost [72]). Regardless of cause,
it is wise to consider such situations because they are acutely threatening to the organisation.
It is thus important to be aware of coping strategies to prevent (further) bad things from
happening (de-escalation [73]).

(De-)escalation is especially important in the context of R&D: because of rapid and
free development, escalation can happen very quickly and profoundly. Fortunately, de-
escalation is also easier because of the �exibility of the project-organisation. Nonetheless,
this means that the SOTDLC ought to consider anti-escalation strategies (e.g. [73]). The
risk-assessment strategy should be �exible enough to deal with tendencies toward escalation.
This could be done by building a strong case for certain security requirements or processes,
and communicating it clearly, understandably and digestibly.



Chapter 7

Security Requirements

The previous chapters (5 and 6) have introduced the concepts of risk (engineering) and risk
acceptance (business). Now we have a ways to discuss risks on all relevant levels of abstraction
and granularity, with every stakeholder.

The Threat Model (ch. 5) describes threats to value within the project, and the Risk Ac-
ceptance Strategy (ch. 6) gives a threshold for what is, and is not, acceptable. Whatever is not
acceptable must be mitigated through security measures (i.e. controls).

This chapter describes how the threat model and risk acceptance strategy can be valued
accurately. To do so, the following steps can be used:

• Risk prioritisation

• Classi�cation

• Controls

Figure 7.1: Risk Equation: Requirements

Alignment with Business Objectives Although architects and engineers know which con-
trols exist, and how to implement them, they do not have in�nite time and resources: it is
not possible to protect everything optimally. A clearly de�ned direction is needed to direct
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e�orts the most e�ectively. This chapter discusses how to use the threat model and risk accep-
tance strategy to develop suitable requirements. These requirements should respect business
interests (notably security), while being maintainable and realistic.

Further steps Together with chapters 5 and 6, this chapter gives broad pointers and sub-
stance to risk assessment for OT in dynamic, innovative environments. What remains, is
applying the risk-equation in a process-architecture for projects in the following chapters:

• Chapter 8 Purpose: setting security goals based upon the project business objectives: this
scales the outcomes of requirements de�nition based on what the customer/organisa-
tion wants.

• Chapter 9 Process: integrating solving of the security equation into regular process ar-
chitecture.

• Chapter 10 People: analysing responsibility and ownership for determining variables
in the security equation, and eventually solving the equation throughout the project
process.

7.1 Risk Prioritisation

Because of limited resources, threats have to be ordered by priority. The natural, although
di�cult, way to do this is to use the strategy based ordering of the threat model corrected for
business impact. The theoretical challenge here is that the security equation has non-linear
feedback loops [63] (di�cult to predict or even observe) where attackers respond and tech-
nology develops. This non-linearity makes it di�cult to make accurate comparisons between
risks. This feedback is not so much an issue in practice, since a rough ordering is su�cient to
get a reasonable level of e�ectiveness.

Besides weighing risk, other factors can be the �nancial cost or time-investment needed
to address a certain risk. The security coach should be equipped to balance these factors and
choose �nal priorities. Any reasonable philosophical motivation should su�ce here. Doing
something is generally better than nothing, so if a choice has to be made between two seem-
ingly equal options, we recommend choosing one randomly and giving it a shot. E�orts can
always be redirected later if needed: keep the fallacy of sunken cost [72] in mind.

Ultimately, the goal of prioritisation is that it serves as a formal motivation to explain why
certain choices were made with regard to security. Especially when another aspect (e.g. us-
ability) is hindered by the security requirements, it must be clear why the loss of value in that
other aspect is proportional. This motivation is an important part of clear communication
within the project team and with other stakeholders.

7.2 Classi�cation

Clearly, there is a need to discuss threats, risk, and business impact among people with mixed
backgrounds. Such concepts can be quite complex to understand, especially for people with-
out a technical or security background. Therefore, it may help to use classi�cation strategies.

To understand particular threats, for example, it might help to classify certain attack types
using a system such as STRIDE [74, 75, 76] (see appendix A). To visualise risks, risk matrices
can be used.
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Classi�cation should be used with care, and only if this serves a direct purpose in com-
munication. Blind, purposeless classi�cation of threats, risk, and business-impact, has many
consequences, many of which are unwanted.

Essentially, classi�cation means that similar things are grouped and given a name, i.e.
they are labeled. There are dangers to labeling threats or risks:

• Labeling may lead to blind application of security controls, because of bias. This is
dangerous because variations in context or the manifestation of a threat may change
which controls are e�ective. This is similar to stigmatisation in the analysis of mental
illness, e.g. [77], which is a highly debated topic.

• Labeling may lead to selection bias, for example if labels do not cover all possibilities.
This means that some threats may be left out of consideration simply because they do
not �t in the groups that are used.

• Labeling could create the illusion that a threat was addressed, creating a false sense of
security.

This is an e�ect akin to placebo. The lone act of labeling psychologically feels like e�ec-
tive progress towards a solution, while this is not the case. Nonetheless, the perceived
risk is thus reduced. Such underestimation is naturally dangerous, because the actual
risk may then be larger than what is deemed acceptable.

There are many more potential consequences, for example as described by Pohl [78].
Although there is no direct scienti�c proof that these e�ects play a role in security, this is
likely based on its proven prevalence in other contexts.

7.2.1 Risk Matrices

Because the risk of an attack is 100%, we consider strategy instead. This means that risk ma-
trices are not a suitable modelling tool in their traditional form. Nonetheless, such matrices
are useful when the nuances of looking at strategy are considered. Often, risk matrices are
already based on prevalence instead of likelihood, i.e. they describe the expected interval at
which an event will occur [79]. Based on strategy, meaningful statements can be made about
prevalence, because it can be determined how much time attacks take (related to impact),
and how many actors are reasonably (i.e. with potential for success) attempting to target a
particular system.

The aim of a risk matrix is to give insight into the degree of risk in a technology (knowl-
edge) independent manner. This also enables comparisons across di�erent disciplines. There-
fore, the de�nition of the dimensions of the risk matrix is crucial for decision outcomes.

7.2.2 Maturity Models

A type of classi�cation that can sometimes be counterproductive, are maturity models. These
models are used to describe the degree of pro�ciency an organisation has in e.g. security
aspects. When used responsibly for abstraction to bene�t speci�c purposes, maturity models
are great tools. Typically, however, there is a reverse relation back to the labelled object
through compliance e�orts, which is not so great. Compliance in such a reverse relation is
not an e�cient use of resources, if it is blindly (i.e. no knowledge of details) enforced.
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Good Applications Undeniably, maturity models are essential to evaluate business per-
formance (auditability), compare organisations, and certify. In these contexts maturity labels
serve a clear purpose for internal abstract purposes such as strategic discussions, performance
evaluation (comparing apples to apples), and risk treatment on an organisational level.

In negotiations with third parties (e.g. suppliers, or regulators), measures of performance
are also indispensable for contract enforcement or to show adherence to law and safety stan-
dards. In these cases compliance and maturity descriptions are the best we can currently do
to proof certain standards. It is simply infeasible to give (and externally evaluate) a complete,
nuanced overview of all argumentation and e�orts within an organisation: abstraction is thus
a valid tool.

Bad Applications Enforcing technical controls for compliance to a certain level of matu-
rity is likely to be ine�ective [37, p26, ch3]. As stated, labelling techniques have all kinds of
risk. Many of these risks are related to the fact that labels are abstractions that reduce con-
cepts to a set of core properties. When discussing security controls on a technical level, the
omitted details are highly relevant. In common problems, standardised solutions (with which
compliance is enforced) may help. OT is often not, however, uniform or standard in such a
way.

For security e�orts internal to an organisation or project, compliance enforcement in OT
is therefore highly likely to distract from the issues at hand. Within a single organisation,
everyone ultimately is in the same boat, wanting the organisation or project to succeed. Now,
opinions may vary on which course is the best, but it is best to discuss this based on charts
and compass (subject matter, SuD), and not based on a dowsing rod (obscure maturity models
which are ill-suited for the SuC).

7.3 Control strategies

As described in chapters 4.7.2, 4.7.3, and 5.2, security in innovative projects must not be
incremental but iterative. In R&D, time is an important dimension: the system changes
frequently, and thus conventional security hardening techniques are unsuitable. On the other
hand, traditional OT values such as availability are di�erent as well: this provides opportunity
to look at security more in terms of resilience and incident management than prevention.

Controls can be implemented with di�erent goals with respect to threats, extending the
de�nition of value (ch. 5.4.2) which describes the three stages of violations to value (threats):

• Prevention - controls implemented before a violation to value has been realised;

• Toughness - controls to reduce impact of ongoing violations to value, and to allow for
easier, quicker or more e�ective containment of these violations;

• Incident Management - indirect controls (e.g. handbooks or incident practice) to enable
the organisation to quickly and e�ectively deal with unexpected situations.

On the speci�cation of Controls, many a standard and research paper has been written
(e.g. [24, 80] or [37, p26]). Overall, security engineers and architects are well equipped to
design countermeasures for particular threats. Therefore, this research need not reinvent the
wheel: the de�nition of concrete controls is considered out-of-scope.

The de�nition of requirements leads to the selection of controls with respect to threats.
Requirements can be speci�ed on three levels:
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1. Administrative (high-level) requirements directly relating to organisational or project-
wide strategy or vision. These requirements are broadly and openly formulated to give
general direction.

2. System/component (mid-level) requirements relating to an entire (sub-)system or compo-
nent. The internals of the system are considered a black-box for these requirements:
they do not contain technical detail, but do give clear boundaries for system perfor-
mance. These are used, for example, when negotiating technical requirements for
contracts.

3. Technical (low-level) requirements specify exact performance or design criteria. These
requirements have a large impact on development, improvement, and maintenance;
they should therefore only be used as a last resort. In these cases, the requirement
must be accompanied by a rigorous explanation for why it is imperative to follow.

7.3.1 Prevention

Preventative controls attempt to prevent an attacker from gaining access to the system in the
�rst place. The classic example is a �rewall with rules specifying which network packets are,
and are not allowed.

In the SOTDLC, it is important to stay �exible. An important pitfall is the speci�cation of
many deep technical requirements that are highly dependant on context. Such speci�cations
are annoying if the system changes, as is often the case. It is therefore always preferred
to specify requirements in terms of value and value-loss (see ch. 5.4.2 and 6.2.2). Such
requirements are equally veri�able and enforceable, while leaving room for engineers to build
and change architectures.

7.3.2 Toughness

Reality has taught us that an outer shell of security measures is insu�cient for most systems.
Moreover, SuD’s in the SOTDLC are changing so often, that it is infeasible to guarantee a
complete outer shell, without security holes. Due to the di�culty of considering all attack
options for preventative controls, it also takes a lot of time to fully develop and adapt them.

Toughness is the ability to absorb attacks up to the point of failure. These controls address
ongoing violations to value by looking at ways of mitigating impact and registering ongoing
attacks. Examples of toughness controls are logs; real-time monitoring; backup systems or
data; and physical overrides (see e.g [23, 29, 32]).

In the SOTDLC such approaches are advantageous, because of their inherent �exibility.
Often detailed logging and software backups are already available during development, sim-
ply because these are convenient for engineering. With small adaptations, such systems can
be made suitable for security too.

Defense in Depth

A modern idea for security is defense in depth, where security is not only an outer shell to the
system, but also creates trust-boundaries inside the system to prevent attackers from moving
through it.

For innovative systems in early stages of development, this is not really relevant yet for
the SuD. For the CS, however, it is often very important that security is ensured. Defense in
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depth principles can be applied to make sure that attackers cannot use the SuD to gain access
to other, more critical systems. In essence, the SuD is seen as an external, untrustworthy
system.

Maturing R&D systems

In later stages of development, where the system is becoming more stable, it is bene�cial to
keep this architecture: there is no need to remove extra layers of security, if they are not in the
way of functionality. A transition of function is also possible: where logging systems are ini-
tially heavily used for system-diagnostics for engineering purposes, these can be transitioned
to more security oriented logging and monitoring, with respect for privacy.

7.3.3 Incident Management

Incident management concerns threats that are either ongoing or contained (see ch. 5.4.2).
Many organisations use the term crisis management instead of incident management. This
suggests an unexpected state of escalated chaos where decisions have to be made hastily and
frequently. In a competent organisation this is not an accurate term: security incidents are
likely to occur, so to be surprised by them is irresponsible. As explained in this section, much
can be prepared in advance, such as communications strategies (including drafts); ad hoc
organisational structures; and cause/e�ect diagnosis tools.

Incident management encompasses resilience: much of the requisite planning and prepa-
ration is done in advance, and controls are applied to the system to make sure that it is pos-
sible to quickly get insights into ongoing incidents. During this phase, parts of the toughness
controls can be used to speed up the identi�cation of problems and recovery from them.

Quite a bit has been written about incident handling. A lot depends on a rigid and prac-
ticed organisational structure which allows for ad-hoc response. This means that incident
response is primarily organised at an organisational level, and utilised at project/asset level.

Nist standards:

• 800-34 Contingency Planning Guide for Federal Information Systems [23]

• 800-61 Computer Security Incident Handling Guide [26]

• 800-86 Guide to Integrating Forensic Techniques into Incident Response [28]

• 800-92 Guide to Computer Security Log Management [29]

Another interesting resource is the guide by Public Safety Canada on "Developing an
Operational Technology and Information Technology Incident Response Plan"[81].

Communications Strategy

Although research shows clear bene�ts to openly and proactively sharing about cyber inci-
dents [82, 83], a common phenomenon among organisations is the fear of public scrutiny
after a cyber-incident. Many companies do not dare share about incidents that have occurred,
unless it is absolutely mandatory to do so (e.g. due to privacy violations).

Often in practice, speculation about what might have happened is many times worse than
what actually happened, provided that an organisation was not actually seriously negligent or
reckless. If rumours are going around, or if people must be informed eventually, it is best
to do so soon and as complete as possible, to prevent such speculations. Similar to [82],
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communication should involve clear information about what is (broadly) being done to solve
the issue, and the likely impact is on stakeholders.

Of course incident disclosure should not help the attacker in their intelligence position:
organisations must be aware of the non-linearity of security in their communications strategy.
Especially when communicating with the public or third parties, it is not necessary to disclose
what the company has done to mitigate future to show competence.

7.3.4 Control Design Without Implementation

It is worth noting that it may be useful to design controls that mitigate a certain risk, without
actually implementing the controls. The following could be reasons for this:

• The likelihood of a risk occurring is unknown.

• There are serious objections against permanent implementation of the controls. E.g.
they would have a lot of negative impact on other important aspects; or the controls
would be very expensive.

In such a case, monitoring of the system and of threat-intelligence is extra important.

Speci�c for R&D projects, this approach may be useful when the project wants to inno-
vate/move quickly without the burden of a speci�c security-control. The control could be
prepared and fully designed, ready to go in case of an incident. E�ectively, increased impact
is traded for �exibility and e�ciency here, while still reducing potential impact su�ciently to
stay within risk-acceptance limits.

For example: there is a risk that motivated attackers (e.g. nation states) could target a
crucial planning system. Nobody would die if it fails, but if it is o�ine or malfunctioning
for more than a few hours, people would start to notice unacceptable problems and delays.
Adding strong encryption and authentication to the systems would reduce its value output by
30%, and consequently cost a million euro’s per year in added labour.

In this case, you might decide not to implement the encryption and authentication to
save costs. Especially if there are no imminent threats from such motivated attackers. To
still be prepared, a secondary version of the system is developed with the authentication and
encryption. If the risk of attack rises above an unacceptable level (intelligence updates), a
switch is made to the more secure system. If an attack has actually occurred, the recovery
procedure could add a default switch to the more secure system for the time needed to �x
security bugs.
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Chapter 8

Purpose

The purpose of a project is determined by the business department in business goals (ch. 6.3):
they de�ne a certain need for a project. For development projects, the SuD ideally ful�lls this
need, and in doing so it produces value. The type, amount and relevance of this value is later
determined in the Business Impact Analysis (ch. 6.2) and applied to the threat-model to get
a good understanding of security risks (threats) towards this value goal.

Before we can start applying the SOTDLC to R&D projects, it has to be determined if
it is applicable. Not all projects require the SOTDLC approach: sometimes a basic 62443
[9] (or another) approach is more suitable. The type of project (sect. 8.1) says a lot about
whether CS exist, and what the base-type of project architecture is. Furthermore, the project
strategy dictates whether an incremental or iterative approach to security is more appropriate.
The project architecture in turn shows whether the SOTDLC is appropriate. This chapter
will explore the properties that make these frameworks and standards unsuitable for general
application, by discussing the fundamental models they are implicitly based on.

First the general types of R&D projects are discussed. Then the development life-cycle
is analysed for a basic project-structure.

Further Steps After understanding the basic purpose, type, and structure of a project, the
next step is to start solving the security equation. Chapter 9 Process describes how to do
this e�ectively, as such describing the beating heart of the SOTDLC. After that, chapter
10 People discusses how the SOTDLC occurs within the organisational ecosystem, through
responsibility, ownership, education and awareness.

8.1 Research and Development project types in OT

For R&D, we focus on projects with the purpose of signi�cantly developing a new or im-
proved OT system. For this project we do not consider ongoing maintenance and minor im-
provements to existing, operational, systems. Therefore, the project must be making changes
to the system that inherently impact the ongoing security and therewith the safety of the sys-
tem as a whole; or developing an entirely new system.

Coombs et al. [39] describe three di�erent approaches that are suitable for di�erent types
of development:

1. New products or processes for major business impact;
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2. Enhancement of core products or technologies to defend market position; and

3. Creation or development of new product technology platforms.

Type 1 and 3 projects involve a higher risk to business and safety, and are thus most
interesting. Our case-study, the ATO-project, is a typical example of a type 1 project.

Type 1 projects depend on existing systems and processes. In case of OT, these systems
are often complex and expensive and testing and experimentation may thus need to be done
in a practical setting. This means that for every test and experiment, the security of the SuD
must be up to an acceptable level to ensure secure execution of the test and to guarantee the
security of the SuC for regular operation even after the experimental components of the SuD
have been removed.

In type 2 projects, applied to OT, we assume that a basic level of security is present in
the existing system. New features or parts must simply be brought up to security speci�ca-
tions before using them in practice. This can be done in accordance to existing OT security
frameworks. Projects within this category are thus out-of-scope for this research.

Type 3 projects are only really interesting with respect to this research insofar as there is
security risk during the development phase. If a new OT product is developed in an enclosed
sandbox environment, the risk is low: the consequences of a security breach are minor, be-
cause the system is not important to any existing industry or business processes. In this case,
security can also be developed iteratively according to existing OT security frameworks. If
the research is not sandboxed, security concerns increase: depending on the exact implemen-
tation of the project architecture, security may need to be at a similar level to type 1 projects,
where security must be considered before each test or experiment.

Iterative Requirement

For this project, we assume the approach to be iterative or cyclic. This could be called Agile or
spiral, but the exact term or approach is not directly relevant for this research. A non-iterative
(i.e. waterfall) approach is not interesting for this research, since this would mean that regular
(non R&D) OT-security practices could be implemented without problems. The dynamic
nature of a iterative development approach is the principal reason for the need for a tailored
security-framework. The iterative approach is as such used in most, if not all, complex and
multi-faceted research projects.

Besides the scope of this research, type 1 and 3 OT research and development are likely
to be cyclic anyway, since there are many unknowns and complexities: hence it is not possible
to completely plan and analyse the problem at the beginning. Consequently, there must be
at least one stage where the lessons learned from the �rst implementations and tests are anal-
ysed and fed back into an update of the problem analysis and the design and implementation
of improved features based thereupon. A project that does not cycle at least once is consid-
ered simply an implementation project (type 2) which needs no further research �ndings to
achieve a viable end-result, �t for production.

8.2 Development Life Cycle (DLC)

After the purpose and type of the project have been determined, a suitable process can be
chosen. The DLC is the beating heart of any research and development project. Regardless
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whether it is a single- or multi-phase (funnel) project, the DLC makes sure that lessons are
learned, fed back to, and applied in the end-product. This research aims to be broadly ap-
plicable to most types of OT R&D, including most sizes of projects: to this end, the DLC is
considered in both single- and multi-phase projects.

The basic structure of a R&D project was de�ned by Coombs et al. [39]. This structure
can be taken as-is for structuring a single-phase project. For larger projects, the structure is
adapted slightly and individual steps are cycled to facilitate multiple distinct phases.

1. Scoping

2. Project Speci�cation

3. Detailed Planning

4. Action / Review cycle

5. Completion and Delivery

6. Post Project Evaluation

The basic structure changes depending on the type of project. For most of this research it
is su�cient to consider the general case, but the implications for OT were discussed in section
8.1.

8.2.1 Single-Phase Projects

Here we describe a common approach [84, 85, 86, 87] to de�ning single-phase projects in
software development. Overall, the structure is comparable to the structure by Coombs et al.

1. Planning

2. Requirements De�nition

3. Design

4. Implementation (Adding functionality)

5. Testing (review and feedback)

6. Deployment

7. Maintenance

The parts 3-5 are the actual cycle.

Planning and requirements de�nition are predominantly done at the beginning of the
project (or phase in multi-phase projects). Sometimes a re-de�nition of requirements or an
intermediate deployment may occur as part of a cycle. The speci�cations and architecture
are updated based on the �ndings after each development cycle through feedback.

Some steps of this cycle may be performed multiple times in a single cycle (e.g. design
and implementation). Additional project-speci�c steps might also be added, but are out-of-
scope for this research.
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8.2.2 Multi-Phase Projects (Development Funnels)

As stated, there are many ways of managing a R&D project. A common way for orchestrat-
ing complex research projects, is through a development funnel. The development funnel
is especially useful for larger projects that run for many years and involve a large team of
specialists: in these projects multiple distinct moments of thorough evaluation; re-planning;
and subsequent development are necessary. Such projects thus have multiple phases of itera-
tive design, each following its own complete development life-cycle (DLC, see section 8.2.1)
constituting of multiple cycles. For smaller projects a single-phase approach could be used,
following the format in section 8.2.1.

There are many �avours of development funnels [88], but for this research we consider a
funnel similar to the one proposed by McGrath [89], consisting of 6 phases (see �gure 8.1):

0. Concept Evaluation focussed on Brainstorming and generating ideas.

1. Planning and Speci�cation discovery process looking at viability of ideas.

2. Design & Experimentation developing speci�cations for what the end-product should
look like in a broad sense.

3. Test & Evaluation re�ning the speci�cations and building reliability of prototypes. First
speci�cations of maintenance and production processes.

4. Pilot practicing deployment of the �nal product. Re�ning maintenance and production
processes.

5. Implementation & Roll-out executing production and maintenance processes.

The project can be discontinued at any stage, so the later stages need not always be per-
formed. Between each phase there is a moment of review, where the project is evaluated.
This helps to prevent escalation (ch. 6.3). Higher management has to decide whether they
want to:

• Continue if the project is viable and valuable to the organisation;

• Redirect if a drastic change in course is desirable; or

• Discontinue if the project is not viable.

The phases of the funnel look very similar to the single-phase DLC as introduced in
section 8.2.1. In this case, however, the phases each consist of their own complete DLC,
with a speci�c focus. Furthermore, the phases of the funnel are not cycled: under normal
circumstances, each phase is executed at most once. This means that each phase of the funnel
is, in e�ect, an independant R&D project with its own DLC.

Phases

Phase 0 is out of the scope of this project. In this phase there is no project yet and there is
no actual product to speak of yet, and thus no signi�cant security risk.

Phase 1-3 are the actual research and development: here the System under Development
(SuD) is still changing a lot. At this stage, the project is conducted by a special R&D team
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Figure 8.1: Example development funnel, as used by NS at the time of writing [17]

with various specialists. End-users and customers are not able to use the SuD yet, and there
are no dedicated provisions or teams for maintenance.

Phase 4-5 are the deployment phase. Here the research and development is done, and
the project is rolled out into actual use. To prevent teething problems phase 4 is used to
gain knowledge about operating the newly developed system. In these phases maintenance
is done and the system is in its �nal con�guration.

Generality

This way of looking at large R&D projects is considered sound, because multi-phase R&D
projects can generally be reduced to a basic model of three stages:

1. Gathering ideas;

2. Developing/implementing ideas;

3. Deploying the products of the development.

In practice, however, most companies are interested in reducing losses to unviable projects:
one way of doing this is by adding a larger number of distinct phases to produce a develop-
ment funnel. This research aims to be broadly applicable and comprehensible for securing
OT research. Therefore, a more frequently used model is more suitable. Nonetheless, this
research can be generalised back to the basic three-stage model, by taking the strictest ap-
proach of each phase as the general approach for the entire stage.

Dealing with special �avours of two-stage R&D projects is left as an exercise for the
reader.

8.3 Cyber Security Management System (CSMS)

Although the CSMS plays an important role in many organisations, it is only brie�y ad-
dressed in this thesis. The reason for this is the fundamental view on it as used in this thesis:
the CSMS is regarded as a support structure for security on project-level and only considered
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as such. This means that security activities are decided and driven on a project-local level.
These decisions are supported by security and business specialists, based on the risk accep-
tance strategy. This strategy is in turn de�ned on a more broad, possibly organisation-wide,
level.

Ultimately, this means that security operations are not driven by the CSMS, rather project-
level needs drive the CSMS! Consequently, security personnel such as ISO’s, OT-SO’s and
the CISO are not directly responsible for decisions on security, but they observe what is
needed for successful security and adapt (policy-)recommendations accordingly. They must
be intricately aware of the state of security within their respective parts of the organisation,
and should give expert advise to decision-makers; all to facilitate the organic production of
good security.

Further reading Chapter 9.1 discusses what can be done at an organisational level to sup-
port project-level security. More about responsibilities and ownership is discussed in chapter
10 People. Here the logic behind the chain of responsibility is explained, reinforcing the ideas
proposed in this section.



Chapter 9

Process

This chapter and chapter 10 People follow a structure inspired by the one used by Howard and
Lipner in their SDL [35] (see ch. 4.2 for a review of this book). This approach to projects has
been widely accepted and thus serves as a solid basis for the adaptations for OT, as proposed
in this research. Many practical tips for actually implementing the SDL are given in their
book.

The di�erences between the SDL and the SOTDLC are mostly in the di�erence between
IT and OT. The most important di�erences are as follows:

• The approach to threat-assessment (Risk Analysis in SDL):

– A triangulation approach is recommended here, which combines (early) designs
with component level threat assessment. The SDL uses a more traditional ap-
proach with initial surveys to select priorities, expanded with detailed architecture
models; this approach is not possible in OT R&D as discussed in chapter 5.

– A multi-phase threat assessment approach is necessary. The SDL only supports single-
phase projects.

– Criminology based adversarial model and threat intelligence approach. The SDL does
not address threat intelligence or attackers, except for general trend observations.

– 3-Dimensional impact modelling is used, which covers changes of value through time
and information states. This replaces STRIDE, as used by Howard and Lipner.
This is not only better for OT, but we would recommend using such an approach
in large IT projects as well.

• Risk Acceptance Strategy as basis for security:
Howard and Lipner do not address risk acceptance except for the paragraph "Deter-
mine the "Bug Bar"" (p. 74). This does not satisfy the needs of business and manage-
ment and leads to strain, as described by Muckin and Fitch [37] (see ch. 6).

• Overall this thesis uses the risk equation to structure the threat assessment, and interface
it with business and engineering needs.

Building on the SDL is done by discussing the whole process, and tweaking it to OT. This
is done using the di�erences between IT and OT that were identi�ed earlier. This thesis uses
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a di�erent structure that is more suitable for the security equation, and which translates to
the development funnel model (ch. 8.2).

Table 9.1 describes how this structure relates to the 13 phases described by Howard and
Lipner [35], and the project architecture (funnel). This table clearly shows that the mapping
of SDL phases to the funnel-model is not straightforward. For example, the "Security Re-
sponse Planning" and "Security Response Execution" were translated to more logical locations
on the timeline for multi-phase projects.

Further Steps With a known baseline for security, the security equation must be resolved
as the SuC changes. Based on the what in this chapter, more of the how, and the who are
de�ned in the chapter People (10).

9.1 Organisational Aspects

A lot is done even before a project starts to organise security. Many of these aspects are
described in the CSMS (policy). Howard and Lipner [35] devote an entire stage to education
awareness: this underlines the importance of these topics in preparation.

9.1.1 CSMS

Cyber-security operations on an organisational are described in the CSMS. The role of the
CSMS in relation to projects is discussed in section 8.3: it should describe facilities and
activities undertaken at an organisational level. Furthermore, the CSMS contains policies
and frameworks for project level activities to give uniform direction to security management
within the organisation.

Examples of organisational facilities and activities that should be addressed in detail in
the CSMS are:

• Threat intelligence (gathering and publication throughout the organisation).

• Adversarial models, if these are uniform across the organisation (otherwise, projects
should produce their own appropriate models).

• Incident response and monitoring (incl. security operations center, 24/7 incident re-
sponse teams if applicable).

• Specialist security team(s), which are available for consultation on speci�c questions.

• Basic Awareness and Education. Advanced Education should be made to measure for
speci�c projects or security needs.

• Project level recommendations for security management (e.g. such as this framework),
preferably adapted for the various project types.

Many of these things are often too complex for a single project to set up and manage. More-
over, these things are easily scalable and therefore suitable for setup at an organisational level.

The CSMS should �t logically into the organisational structure, and take into account
other interests the organisation may have. As stated before, this is described in ch. 10.

The CSMS does not set in stone what security design should look like at implementation
and project level. Rather it supports projects in their needs by giving guidelines on what has
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worked in the past. It does not prescribe responsibility and ownership of security activities
that interfere with the project management structure, rather it observes, raises awareness,
educates and recommends. More on this in chapter 10 People.

This section does not go into more detail. For project-level security, it is only relevant to
know what supporting services and facilities are expected from an organisational level. The
exact implementation of these things is another topic, which is out-of-scope for this research.

9.2 Establishing Baseline Security

Preparation for security operations and establishing a baseline security implementation, is
conducted over two phases in the project: Planning & Speci�cation and Design & Experimenta-
tion.

It all starts with raising awareness among project initiators and management. As soon
as they are on board, a security coach (advisor in the SDL) should be assigned who starts
working right away. The advisor starts making social connections with experts and team-
members, and if needed assigns others to work on the project as well. This phase is �nished
by building an up-to-date inventory of all available (security) knowledge and assessing the
current security status of the SuC.

9.2.1 [Planning & Speci�cation] Initial Evaluation

As soon as a purpose and goal for the project have been established, and a project-architecture
de�ned, activities to initiate the project are undertaken. For security this also means that
preparations can start to be made. During project inception, things that are known about
relevant systems (CS) are used to build an initial image of the situation, project needs, and
scale. Here an applicable framework is chosen for security management, which could be this
very one.

The �rst goal of the newly appointed security coach is to understand the goals and business
side of the project. The coach uses this knowledge to make project management aware of is
needed in terms of security to support these project goals.

At the start of any project, new team-members need to �gure out what is going on. The
security coach does this too by looking at known parts of the security equation:

• Business Goals should be quite well-de�ned at this point. The organisational (or even
departmental) vision and business model should give insight into the greater context
and direction.

• A rough system architecture can be made (with many black-box parts), to get a general
understanding of assets, value, and resulting Attack and Continuity Impact.

• Threat Intelligence should be readily available within the organisation.

• The Adversarial model can be re�ned based on insights in criminology and the type of
system that is being developed.

Together, this knowledge gives a rough idea what will be needed in terms of security and
high level requirements.
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9.2.2 [Planning & Speci�cation] Build a team

Now that the security coach knows the system and its security properties, they can convey
this message to management and stakeholders. This includes needs and wants for security,
and seeks collaboration with other stakeholders. Based on how much work has to be done,
a security team is assembled at this stage. For practical tips refer to howard and lipner, [35,
Ch. 6]. For stakeholders, chapter 10.

9.2.3 [Planning & Speci�cation] Education

Now we know how to consider security on an engineering level (risk equation); we know what
the purpose is of security; and we know who is involved. The last thing that remains is to tell
this story to stakeholders, and to have them understand and apply these concepts. A big part
of this is education of people within the organisation

Complaints

A common approach is to send stakeholders (or security specialists for that matter) to ex-
pensive courses about some security related standard. Much is quickly forgotten, and never
applied in practice. Educating an engineer on IEC62443 [9] does not teach them much more
about security in OT than the tables of contents of the standards. A short internal meeting
about risk management and threat-modelling in a speci�c context is much cheaper, and just
as e�ective for a project.

There are some common complaints about security education practices:

• Security courses are boring, especially to people who do not specialise in it;

• Security courses are expensive;

• Security is complex and multi-faceted: formal courses that strive to introduce some
kind of comprehensive framework lie about their comprehensiveness. In basic rules
they may teach a lot, but it requires experience to develop an intuition about intricate
security concepts and relations.

• Because it is too complex to give people enough tools in a short course to e�ectively
deal with security, the alternative is often to teach about default security controls as
standardised. This supports a compliance and vulnerability driven culture, which is
not as e�ective as wanted.

Then what does work?

Howard and Lipner make a good point aboud education [35, p55]: knowledge about all the
details of a cryptographic algorithm does not equate to knowledge about making software
secure. In a broader sense, it could be said that knowledge about controls does not guarantee
that these are implemented in a good security architecture.

Education within organisations should be focussed on what is useful for engineering ac-
tivities. This �ts into the critical systems thinking approach [31, 11, 32], where specialists
work together to help decision-makers the best they can. In education this means select-
ing, editing and curating a custom knowledge base of relevant knowledge. This knowledge is
than transferred to said decision-makers, architects and engineers, who then use this in their
broader decisions about system design and requirements.
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The security coach, with help of organisational specialists, develops an understanding
of likely attacker strategies, and curates this into defense strategies. Later in the process,
experiences and incidents are added to this. Preferably with help of an expert on didactics,
the knowledge compilation is then transformed in educative content: for example into short
weekly workshops, lectures or articles. The goal her is to make the discussion practical: it
is not about some theoretical abstract system, it is about a speci�c system, as maintained or
developed by this particular company, in this particular project by this exact team: this means
concrete examples, and concrete collaboration to �x security problems in our system.

This is the core of aspect management by the security coach: not to convince others of
their viewpoint by constantly saying how important security is, but to help people in making
their own decisions by giving them the tools they need. Sometimes such decisions will posi-
tively impact security, other times they will not. This is both OK. The security coach should
not judge about this, rather they should observe and update their risk assessment and view
on the system, which will eventually be re�ected indirectly in the educational material again.

More about this process in section 9.3.

9.2.4 [Planning & Speci�cation] Solve Security Equation for CS

Contextual systems (CS), e.g. existing systems that are improved by this project, will be
in�uenced by changes in their context. The system under development (SuD) may increase
the risk to the CS. Of course, business continuity and value must stay protected (assuming CS
security was up to date): therefore, the security equation for these systems must be updated
and, if necessary, countermeasures as well.

Before experimentation starts in the next phase, the security of the CS must be dealt
with. It does not have to be in its �nal form yet: at such an early stage, it may be enough
to have a (manual) switching system to detach the SuD, to return to the original state of the
CS. Nonetheless, an attacker may propagate from SuD to CS, before the switching system
kicks in. If this is a threat to the CS, countermeasures tailored to this connection must be
implemented.

As the SuD grows, it may have an increasing impact on CS as well. This means that the
CS should also be periodically re-evaluated during the cruising phase.

9.2.5 [Planning & Speci�cation] External Stakeholders

If third parties are going to be involved, it should be clear how their security should relate
to the project. An important factor here is the education and involvement of internal actors
in the security processes: these people are ultimately responsible for weighing the di�erent
interests of the organisation in negotiations with third parties.

The security coach must be prepared for such cases: this means they have to become
aware of parts of the developments that may be done externally. They should research
and understand strategies to deal with expected challenges. It might be necessary to involve
market-experts and to deal with unknowns.

Beware that in OT, third parties do not often achieve a desired quality of security in their
products. If this is the case, the project must be prepared to take measures internally.

9.2.6 [Design & Experimentation] Triangulation

As the project team starts with designing the actual system, the SuD starts to take more shape.
At this point, security should already be considered by the designers (thanks to the support
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from the security coach). Now is the time that the security coach starts modeling progress in
the system and its security, to decide on a way forward.

This is the �rst time the new system (SuC) will be evaluated: this is di�erent from other
security equation solving evaluations. As of this moment, no experimentation has occurred
yet. The system is still sandboxed. In practice components are already being experimented
with individually. These parts are not yet physically part of the SuD yet, although they may
be part of its design.

This stage is remarkable because of the sandboxing and component level analysis in a few
ways:

1. There are risks on a component level, but these have very limited impact on the CS,
because the attacker does not have easy access.

2. Risk acceptance is high, because the SuD has little direct value to the organisation yet;
value is concentrated in intrinsic component value and valuable knowledge.

3. The CS is being adapted to facilitate the new SuD, which changes the game for security.

4. Knowledgeable attackers may be willing to invest in attacking the SuC now, to get a
better position for future attacks or to use the SuC as stepping stone to attack a supplier.

In this phase, focus is on resilience of CS, because the value in the SuD is still compar-
atively small. Knowledge can be very valuable, especially in a competitive business environ-
ment, but is part of regular organisational administrative security procedures.

To complement these remarks, security analysis is conducted in two ways, to intersect
(i.e. triangulation with two sources) the actual risk for the current SuD.

Early System Architecture

Architecture analysis is conducted using system sketches and �xed CS structures. This can be
used to discuss likely attack strategies and how these might impact the CS. As stated, harm to
the SuD only, would be only a minor event from the perspective of business continuity: the
business does not yet rely on it. The priority is thus to prevent or reduce damage to existing
systems that do have such organisational value. Architecture analysis shows how the attacker
could use early versions of the SuD to reach the CS, and thus what potential entry-points are
that must be protected.

Component Analysis

Commercial Of The Shelf (COTS) components are often used in OT as building blocks for
new, larger systems. Such components are developed, maintained and secured by separate
companies (third parties) and are often built for function and not for security. Therefore,
they must be analysed carefully to get insight into trust-boundaries and attackable surface.

9.3 Cruising

The goal of this phase is to keep updating the security equation as the project progresses. This
could be done by re-evaluating it wholly, but this is too cumbersome. Therefore, this section
analyses the aspects that remain constant, and which properties can be predicted in advance
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(see ch. 5, 6 and 7 for more details on these variables). All these components can be opti-
mised: this leads to a straightforward iterative partial-solving approach. An overview of the
categories can be seen in �gure 9.1.

Figure 9.1: Risk Equation: Constants (light-blue), Predictable Variables (dark-blue) and Un-
predictable Variables (Yellow).

9.3.1 Constants

Business goals are fairly constant. Organisational learning will lead to updates in business
model and consequently to changing goals. On the scale of a project this is of little concern:
if impactful changes occur, these can be dealt with on an ad-hoc basis.

Strategy of attackers is also stable on the scale of projects. As the system develops, the
dominating value structure may change, but this does not modify the overarching adversary
abstraction that describes these values.

The same stability is true for threat intelligence. At the time of writing of this report,
threat intelligence is mostly gathered on a yearly basis by companies specialising in cyberse-
curity and governmental organisations. Since threat intelligence is a more organisationally
driven endeavour, the project itself need not involve in this actively.

Future As developments in criminology driven threat intelligence continue, future SOT-
DLC’s may need to consider ad-hoc response to �ner changes in threat-actors and -intelligence.
Such developments are, however, not expected soon. It is now di�cult to predict what will
be possible in terms of threat-directed security for process-e�ciency, where knowledge about
the current threat-landscape drives security.

9.3.2 Predictable Variables

It is not necessary to reassess these variables with every change to the SuC. Throughout
the project, predictions can be re�ned as needed (e.g. at the start of each phase, or after
major design updates). This saves a lot of energy, while retaining almost the same degree of
accuracy.
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Continuity impact

is determined by combining value and assets. Both of these can be predicted to a fair degree.

Value is correlated to the project-timeline: with each phase that passes, the decision to
continue the project implies that the current system is su�ciently valuable to the organisation
to warrant further and expanded investment. The fact that project progress is related to
system value, means that dominating value structures can be determined ahead of the project.

Table 9.2 shows an example of an abstract project prediction. This prediction can be
made more speci�c for sub-systems of the SuD, or speci�c parts of the attack-surface of the
CS.

Project
phase

Focus Dominating Value / Security Target

0 CS Organisational facilities and operations

1 CS Preventative wrt CS; Con�dentiality of knowledge

2 CS Preventative and Resilience wrt CS; Resilience wrt SuD; safety-driven

3 SuD Resilience for whole SuC; Adding preventative measures for SuD

4 SuD Reinforcing preventative measures for SuD to improve availability

5 SuC Availability (reliability) for SuC

Table 9.2: Value related to project phases

Assets are predicted by looking at abstract-design documents and determining the volatility
of expectations for components.

For example for the ATO-system, it is known that

• it must have some type of vision of the environment;

• there must be interaction with the systems controlling the train; and

• it is known that there must be a central control unit that directs it all.

Impact Analysis Such a basic structure can already be used for component-analysis (done
by engineers), e.g.:

• Vision has to deal with privacy of observed subjects (con�dentiality); images must be
reliable (i.e. maintain integrity) and must give an update regularly (availability).

• the train must not receive faulty instructions (integrity)

• the control unit has to give instructions to the train regularly (availability) and it must
function accurately and reliably (integrity)

An architecture analysis can also be initiated by looking at communications and storage
of information that is inevitably required in these components.

In reality this assessment should be much more accurate, with information about value
through time attached, resulting in potential security-requirements and -controls. This gives
a guideline to the security coach to prepare for security e�orts throughout the project.
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Attack impact

roughly describes the pro�t an attacker is bound to gain by successfully attacking the system.
As stated in chapter 5.4, this impact is mostly dependant on continuity impact. Nonetheless,
the way the SuC is interesting to an attacker changes as the system matures: it is thus also
dependant on the project phase. This process is described in table 9.3.

Project
phase

Example adversary interest

0 -

1 Stealing ideas, code or component designs

2 All of the above; establishing a internal position for later use; using components
as stepping stone to CS or supplier

3 All of the above;

4 All of the above; disrupting developments for competative advantage; exploiting
SuD

5 All of the above; exploiting business continuity value of SuC

Table 9.3: Adversary interests related to project phases

Such tables show the need for good criminological models to predict behaviour of at-
tackers. With current knowledge it is di�cult to make motivated statements about what an
attacker is and is not likely to �nd important. This means that we must understand both the
attacker, and the threat-landscape (i.e. context) of the organisation.

9.3.3 Solving What Remains

As the SuD is designed and developed, asset level design and con�guration is also conducted.
As new components are designed, implemented, or changed, security needs to be continually
reassessed. This is done in the following processes:

1. Re�ning System architecture, done by the security coach based on what they learn
from the system design. Based on this, the security coach directs the development of
architecture-level security controls.

2. Conducting Asset level impact assessments (both from business and attacker perspec-
tive), informally determining security requirements, and dynamically selecting component-
level controls. This is done while designing or implementing the component, by the
responsible architect or engineer.

While engineering is in the lead for asset level security measures, they may not have the
oversight needed for assessing architecture level security. The security coach helps with this
by keeping track of the complete system, and making sure that architecture level requirements
are kept up to date with engineering and business.

Delay

While component-level countermeasures can be implemented while the system-design is
ongoing; it takes some time before the security coach learns about new components or con-
�guration changes. During periods where few experiments or tests are conducted, this is not
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much of an issue. In these moments, the system is back in sandboxed mode, and thus di�cult
to access externally. It is unlikely that an attacker will manage to coordinate a directed attack
without direct access to the system. Component-level experiments may be lead to vulnera-
bility of the component, which is caught by the design-time impact and security assessment.

When there are tests and experiments going on, engineers may need to swap con�gura-
tions and components quickly due to time constraints. In these cases, it is necessary that the
security implications of all potential swaps and changes that are planned during the test are
evaluated before the test. This requires that all updates to the architecture are known and
evaluated by the security coach beforehand. Naturally, security must be brought up to spec
in advance too.

Sometimes, unexpected events may require sudden changes. Especially in these cases the
pressure of making a quick-�x is prone to lead to vulnerabilities (e.g. swapping an internet
connected component, and forgetting to con�gure the �rewall). To reduce the risk of inci-
dents, the security coach could train one of the testers for scrutinising ad-hoc changes, or
maintain a presence during experiments themselves.

9.4 Transition

As the SuD matures into a complete and reliable system, its importance to the business grows.
O� course, the goal of developing the system is to enable the organisation to produce more
value in the long run. During previous phases the focus of security was more oriented towards
protecting CS (see tables 9.1 and 9.2). Now that the SuD is becoming more valuable itself,
there will be a clear shift in focus towards the SuD.

Throughout the transition phase, the SuC is being prepared for permanent deployment
and maintenance. Security grows along with business impact of the SuD, into a robust and
complete state. In the pilot phase, the system can be tested for security in the real world
for prolonged periods of time, in essence proving the operational e�ectiveness of security.
Later, during the �nal implementation and roll-out of the �nal-product, any open security
problems and concerns must have been addressed.

9.4.1 Pilot

During pilots, the SuD is still under (minor) development, while the systems are simulta-
neously already used for their intended purpose. In this phase, it is examined whether the
system is capable of delivering the desired value-production and whether its integration into
regular operation is feasible: the objective is to get the system ready for long-term use and
maintenance.

Testing E�cacy in Practice

The system is now completely being tested in a real-world environment, and only small
changes are being made to optimise and perfect the new system. Since the system is used
in a ’hostile’ environment for prolonged periods of time, the operational e�ectiveness of the
security is being proven. Because of the still limited dependency on the SuD, and the previ-
ously gained experience with the security of this particular system, this is a great opportunity
to learn in practice, without unacceptable risk to the organisation. If any substantial vulnera-
bilities still exist in the system which have been overlooked, they may surface now. Although
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this will impact the organisation somewhat, it is not yet too late to respond and mitigate these
vulnerabilities, if they are exploited now.

Final Security Push

This is the time to resolve outstanding security concerns and bugs, and to start performing
more rigorous and detailed security testing (e.g. black-box audits). Tools and systems that are
part of the SuC, e.g. used for debugging or development, are a special concern here, since
these must be disabled or removed before deployment. Howard and Lipner [35, ch. 13]
provide directions on how to organise such a security push well.

9.4.2 Implementation & Roll-out

The �nal stage of a project is the actual deployment of the new SuC at scale. At this point, it is
presumed that security is �nished and up to speci�cations. To substantiate this presumption,
a �nal review is needed to verify this.

After the quality of the security has been signed of on, there is a �nal move to mainte-
nance. Systems and responsibility are handed over to the maintenance team in a seamless
manner.

Final Review

The �nal review could be described as an audit of the security architecture produced in the
SOTDLC. It is an expanded version of the inter-phasal (go/no-go) review (see section 9.5.1),
which gives the �nal go/no-go decision before actual deployment. This review is performed
either by organisational or by external security specialists, who have not been involved in the
project before.

Based on what Howard and Lipner describe [35, Ch. 14], the �nal review should check
the following things:

• Process execution. What was done in practice during the project, and does this give
con�dence in the resulting security? Particular focus on contracts and agreements with
third parties.

• Architecture Level Review. Evaluating architecture level threat models and architecture
overviews.

• Component Level Review. Evaluating component level threat models.

• Remaining Concerns. As described in "Un�xed Security Bugs Review"

The outcome of the �nal review should be a comprehensive review of the quality of the
security in the SuC. If the quality is insu�cient, the product cannot be deployed yet. Some-
times, there may be minor concerns that can be addressed later, after the system has been
deployed in a patch or update. The facilitation of such patching processes should be made to
measure: there is no (known) set way to deal with these things.
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Towards Maintenance

With the �nalisation of a development project, often many team-members move on to do
other projects. This also means that a lot of knowledge about the intricacies of the system
move away with them. Such dilution of knowledge is a big challenge for maintenance, be-
cause they will inevitably encounter issues that are a culmination of architecture decisions.
Information is needed to deal with said problems.

Unforeseen security problems may come to light during the use of the SuC. This means
that the systems have to be patched. Also, if the systems are updated and improved as part
of the maintenance process, security must be observed. Such processes are out-of-scope for
this project, but no less important.

Transferring knowledge. Before handing over the project to the maintenance team, it has
to made sure that documentation is organised. It costs a lot of work to do this, but it is much
more expensive to have maintenance sta� reverse-engineering the system to understand the
system.

Clearly, it is too late now to start documenting components and architecture decisions
from scratch now. The task here is mostly to gather all knowledge in one place, and to make
a complete, coherent, and consistent documentation. It is probably a good idea to go over
this documentation with the intended users, to make sure understand this structure. Make
sure that people are available for answering questions even for a period after deployment.

9.5 Parallel processes

Besides the regular intra-phasal activities, as described before, there are some relevant inter-
and extra-phasal activities that must be considered, i.e. things to be done in between phases
and things that must be done outside (in parallel) of regular phasal-structure.

Between phases (inter-phasal), the multi-phase development life-cycle model (see ch.
8.2.2) prescribes a go/no-go decision, where the project is evaluated. The state of security is
a part of this as well.

Outside of regular operations (extra-phasal), there are multiple things that need their own
parallel processes:

• Incident management is by far the most important for the project itself.

• Organisational Learning, such that future projects, CSMS and process architecture ver-
sions can be improved. This is a management process, and should be speci�ed as such
by management specialists, speci�c to the organisation.

• Observing Security, as a process to assimilate a complete view on security throughout the
organisation to inform higher-level decision-makers such as senior management. This
includes distribution of aggregate knowledge to other projects that are running at the
same time. This is an organisational process, conducted by high-level security special-
ists such as ISO’s and the CISO. This is also out-of-scope for this project architecture
research.
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9.5.1 Periodic and Inter-Phasal Review

Between each phase of the development life-cycle there is an inter-phasal review, led by an
information security o�cer. For security this process is about checking and verifying earlier
work, to (in)validate current views about the quality of security in the SuC.

It is recommended to involve external parties such as an organisational security team, or
external organisations for a brief audit of security processes and documentation. Business
impact assessments, both on architectural and component level, should be reassessed and, if
necessary, adjusted.

The goal of this review is not to do a comprehensive security evaluation, i.e. it should
not go into too much details. After all, such details are likely to change anyway, especially
if this review is conducted at an early stage. The review is mostly oriented on verifying
whether policies have been brought into practice e�ectively, and whether security products
and documentation are plausibly su�cient.

Based on the results of this review, a security push (See Howard & Lipner [35, Ch. 13])
may be necessary before continuation to the next phase, to bring security to acceptable levels.
A course-adjustment may also be used to redirect security e�orts in the next phase, to steer
towards a higher level of security. Examples of such adjustments are:

• Changing emphasis from one activity to another.

• Revising education or awareness strategies.

• Escalating security concerns to a higher level of management in case of mis-management
within the project.

• Adjusting the size of the project’s security team.

9.5.2 Toughness and Incident Management

As described in chapters 7.3.2, 9.2.6 and 9.3, toughness and resilience is an indispensable
part of security. Part of being resilient against attacks as organisation (and project), is knowing
how to act when something unexpected occurs: being prepared to do incident management.

Incident management is mostly an organisational process, described by the CSMS and
dealt with by security and crisis-management specialists through preparation and ad-hoc re-
sponse processes. It is thus mostly out-of-scope from a project-level perspective.

Nonetheless, it is important to realise that incident response must be prepared to act at
any moment. Sometimes, responses are needed then and there, as the incident is observed.
Other times, response can wait until the next day. For R&D projects, this may mean that OT
specialists must be on stand-by during experiments or tests, in case of unexpected security
breaches.

In any case, make sure to read up on incident management and plan ahead as an organi-
sation (e.g. start reading with [81, 23, 26, 28, 29, 41, 30, 19]).



Chapter 10

People

In this chapter, purpose (ch. 8) and process (ch. 9) come together. People give purpose and
execute the process. People work together in social processes to achieve common goals. The
social constructs needed to regulate this, are not self-evident; rather they are complicated
and often vague. This chapter discusses what is needed with regard to people to make the
SOTDLC a success: hierarchies, interaction, and social constructs organise the collaborative
process of making a system secure.

Based on the SOTDLC process, three core social prerequisites were selected. These
factors must be adequately present to make the SOTDLC a success:

1. Clear decision structure. Someone must have ownership of and responsibility for deci-
sions. This person must have su�cient knowledge and mandate to make such decisions,
while simultaneously there must be remedial processes to prevent escalation.

2. Ownership and Association of advisors. People who are not making decisions (advisors,
specialists, managers) should still feel like they can make an impact on the �nal product.
Division of labour ought not lead to professional dissociation (see 10.2).

3. Communication. It is important that people understand each other, for them to be able to
accurately discuss issues. This may seem obvious, but in practice people from di�erent
backgrounds have di�erent ways of understanding and articulating a problem and this
may lead to communicative di�culty.

If these aspects are not present, problems will occur that will greatly diminish the e�ec-
tiveness and e�ciency of security, and even of the project as a whole. Such problems, and
potential solutions are discussed in the sections hereafter.

10.1 Organisational Hierarchy

A clear decisional and ownership structure can be achieved through clear organisational hi-
erarchy. Care should be taken to ensure that people within the same hierarchy do not have
con�icting interests, e.g. a manager observing and evaluating the performance of policy. If
there are structured hierarchies for core issues, people can easily �nd who they need (own-
ership or advise), hold someone responsible, or attach new structures. There are multiple
hierarchies that must be speci�ed to deal with operational decisions, here scoped for rele-
vancy in project-level analysis:

85
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1. Policy/Performance. Policy specifying the direction of the organisation based on vision
and strategy. Understanding the business model. There is a reverse Performance hi-
erarchy that observes and evaluates the performance with regard to the policy.

2. Advisory/Oversight. The advisory part describing who selects and prioritises knowledge
that should be used for decisions. This hierarchy gives ownership over knowledge and
advise to specialists and advisors. The reverse of this is Oversight, where these special-
ists keep an eye on the overall state of a�airs in their speciality and speak up if action is
needed.

3. Decisional consisting of operational people that actually decide what happens at a granu-
lar level to achieve the goals described by policy. They use the information fed through
the advisory hierarchy.

4. Remedial hierarchy is the feedback architecture used to learn from decisions, and which
is used to de-escalate if necessary. This hierarchy also gives room for Big-Red-Buttons
(BRB’s), as discussed in section 10.2. Action in the remedial realm is generally taken
based on the Performance and Oversight information �ows.

Figure 10.1: Project level hierarchy for decisional support structure in OT Security. The
four hierarchies are displayed: Policy/Performance (right column); Advisory/Oversight (left
column); Decisional (blue shaded area); and Remedial (horizontal, left to right). The bottom
trapezium shows the project; the left column the quality speciality (security); and the right
column symbolises the business side of projects (all the way up to CEO).
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The hierarchies are interwoven with each other. Nonetheless, it should be clear who
has which responsibility in each regard. Ownership and responsibility about speci�c tasks
in these hierarchies should be synchronous (i.e. in the same person or place). If these are
not in the same place, this will lead to ignorance and dissociation. As a simple example,
if ownership and responsibility are not in the same place: when a project-manager keeps
deciding against security controls, and a security specialist is consequently reprimanded for
the poor performance of security, this will likely upset the security specialist, who is unable
to change the situation due to a lack of mandate. The security specialist will then (at best)
stop caring (dissociation) about that project and focus on other projects which they are able
to positively in�uence (ignorance of the initial project).

As seen in �gure 10.1 in the blue shaded area, the decisional hierarchy is concentrated
in engineers and architects: they try to adhere to the project-strategy (and by extension the
organisational strategy) and get specialist knowledge from the advisory hierarchy.

Bounded rationality [90] and capability lead to con�icts between opposing interests en
route towards a common objective. In other words, the engineering problems that need to
be solved are so complex that no one person can fully comprehend the problem. And even if
this was possible, it would be impossible to make a rational decision based on the information
because the relative weight of interests is subjective.

Bounded rationality and capability challenge centralised decision making. Organisations
must nonetheless make decisions, so they have to make do with the means they have, i.e.
optimising decision processes, at the risk of escalation. The next two sub-sections will discuss
why the centralised strategy depicted in �gure 10.1 is a suitable and optimal solution to these
problems. This approach to hierarchy within a project does emphasize issues surrounding
dissociation and communication. These are addressed in sections 10.2 and 10.3.

10.1.1 Bounded Rationality

A problem with centralising decisions, is that taking into account and optimising all factors
is a di�cult, time consuming, and costly process. A ’good enough’ solution is frankly good
enough [91], and people are not inclined to seek more information than they think they need
[90]. Unfortunately, this is also prone to mistakes: good enough may turn out to be not good
enough and lead to escalation.

People who make decisions are performing a complex task. They need to:

1. Understand the current condition the SuC is in.

2. Use policy to produce a view on what the SuD should behave like, while keeping CS in
mind, to achieve business objectives.

3. Make design decisions components such that they function e�ectively, while limiting
the risk that anything signi�cant goes wrong (quality: legal, safety, security, etc.).

Designing a system is complex: it is di�cult to prioritise objectives and actions[91]. When
looking at the variables in the design process, there are some factors which we do understand,
and which we can optimise into a strategic social process (see �gure 10.2):

1. Having adequate models of the current state of the SuC, and agreeing on their meaning.
This agreement is fundamental: ultimately everyone wants the company and the prod-
uct to succeed, but di�erent people may have di�erent interpretations of success. Only
if people agree on what is reality now, can they start looking towards future scenario’s.
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The only way to reach agreement about the ’now’ is through communication and stakeholder
participation.

2. Using this common understanding, discuss what should change to make it better: what
should the SuD become. Therefore, policy is made based on discussion, mutual under-
standing and common agreement on business objectives in relation to present reality
in technical terms. Scenario’s incorporating uncertain and risky known variables can
be used to make these policy objectives more robust.

3. Deciding and designing technical objectives is then the primary process (e.g. through
multiple criteria analysis [91]), where engineers convert concepts into practical reality.
These are then augmented into concrete requirements based on more detailed under-
standing of risk and uncertainty: i.e. solving risk-equations for qualitative aspects of the
SuC, among which is security. This is where the design cycle with feedback is actually
occurring.

This process is similar to how organisational competency is converted into strategy ("link
competencies to aspirations") [92]. Eden and Ackermann also describe participative methods
to better understand organisations. Here the objective is also to look at the current situation
the organisation is in; identify things that the organisation is good at, and not so good at
(competencies); and produce a business strategy based on that.

While it could be argued that businesses are much more abstract than OT systems; OT
systems and associated risks are su�ciently complex that abstract models are needed - re-
quiring agreement and prioritisation. Furthermore, project-level decisions are steered by
organisational policy, which are based on macro-level competencies; in the end, this is based
on what the organisation is able to do on a micro-level (project) as well, through a feed-
back cycle. Understanding the relationships between organisational policy, project policy,
and project decisions, and de�ning them in similar fashions, is thus relevant.

In essence, the above description (see also �gure 10.2) is the same as what was described in
chapter 9 process. The di�erence here, is that group processes are emphasized: team-work.
Complexity is addressed by focusing on a shared understanding of the now. People may have
di�erent interpretations or visions on what the future should be like, but at least the starting
point should be the same. In group discussions about the now, team-members can challenge
each others’ understanding of the system, current approaches, and overall consistency.

Furthermore, a common model of the SuD, gives quality specialists a foundation to base
their advise on (e.g. BIA, 6.2). This prevents ine�ciency. As discussed further in the next
section, engineers (who make decisions) have a limited capability of understanding all details
of all relevant specialities. The knowledge hierarchy helps with that, since specialist advisors
therein can use the shared understanding of the system to select and curate their advise to
the needs of the deciding engineers.

10.1.2 Bounded Capability

Part of bounded rationality, is that the deciding person can only grasp a limited model of
reality. Even if highly precise and complex models exist of the system, its subsystems, all of
their risks, and all their futures, it is still too much to combine this into one whole. Even if it
were possible to make one such super-model, a decision is yet to be made after understanding
and thinking about it all. In practice, this means that the decision will be an optimisation of an
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Figure 10.2: Decision process in teamwork. Knowing the present to model the future: op-
timising robustness against possible scenario’s, and choosing the next step based on quality
augments that address risk and uncertainty. Here the next step is clear, because of the rela-
tively clear and limiting boundaries given by the diverging scenario’s.

interpretation of the model: not a holistic consideration, leading to the best possible solution.
Humans simply have limits to the amount of information they can compare and process.

Information streams One approach to solve this, is clarifying objectives, as discussed ear-
lier. This in itself is not enough. The other side to the solution, is to simplify and structure
relevant knowledge: to include only the most relevant information. Taking control over the
positioning of the bounds of rationality and capability. This means optimising what a person
knows and can do, speci�cally for the decisions they have to make. A pre-processing step is
thus required, in which available information is assessed and compiled by supporting special-
ists (e.g. security coach). This process is facilitated in the knowledge structure of the project,
where advisory specialists:

1. Look at the SuC from their own specialty (solving risk equation);

2. Select the most important risks (prioritisation); and

3. Supplement these risks with potential solutions (cost v. impact and important consid-
erations).

Absolutely paramount here, is that specialists only select and serve the most crucial in-
formation for the deciding engineer. The idea is to limit information as much as possible,
such that decisions are based only on the most relevant information from many specialties.
Sometimes, this means that some interests way heavier than others, and that these others
are subsequently (temporarily) ignored. Other times, this would ideally even mean that a
specialist expresses no signi�cant concerns, leaving room for other risks to be addressed.



90 CHAPTER 10. PEOPLE

If particular risks are ignored too often, concerns among related specialists may start ris-
ing, and the project may eventually escalate beyond acceptable bounds. Not only does this
threaten the success of the project, but it is also demotivating and frustrating to everyone
involved. This problem is discussed in the next section on ownership and interest, 10.2.

10.2 Ownership and Interest

The complexity of modern OT and IT systems makes specialisation indispensable. An im-
portant criticism of the hierarchies proposed in the previous section is that people could loose
their sense of ownership over and interest in their work.

Similar negative consequences of specialisation were already discussed in the 18th cen-
tury by Adam Smith [93], in the context of factory labour. Division of labour itself is much
older, discussed even by Ancient Greek philosophers. Ferguson, Marx, Durkheim and oth-
ers also discussed these concepts at length and warn for the possible social and psychological
consequences of division of labour for workers [94].

Even today the consequences of specialisation are still an active topic of discussion [95].
It is, therefore, important to discuss what the expected e�ects of the proposed hierarchies
are, and how they facilitate individual ownership and interest.

10.2.1 Professional Dissociation

The most important problem with respect to the SOTDLC and the proposed project hi-
erarchy, is what we will here call professional dissociation caused by specialisation, meaning that
people mentally loose a connection with their work, because they (feel like they) cannot see
or in�uence outcomes or the bigger picture anymore: they do not feel ownership over their
work.

An example of a cause for this is repeated bounded capability (see sect. 10.1.2), where
decision makers seriously undervalue certain interests. An advisor specialising in this subject
may dissociate with the consequent issues and the underlying system, because they feel like
they are not listened to; that the current approach is reckless; or that important issues are
ignored.

Given the policy and decisional hierarchies of the previously introduced system, this
problem of dissociation deepens further.

10.2.2 Strategies to deal with professional dissociation

The idea is that dissociation is predominantly caused by the perceived lack of in�uence. This
feeling is compounded by occurrence of actual escalation with regard to business-goals. The
solution is to either address perception, or increase actual in�uence. Therefore, one could
accentuate �ows, direction and e�ect of in�uence (i.e. the remedial hierarchy); or institute
ways to guarantee de-escalation or the reduction of perception of escalation. A core assump-
tion her is that within one organisation, people may seem to have con�icting interests, but
in reality they have con�icting interpretations of the same fundamental interests. Hence, the
goal is to address this underlying problem by developing a common understanding of proper
implementation of business objectives.
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Big Red Button

To address important risks that are left untreated, balancing of the purely hierarchical de-
cisional system is required: a way to push a ’big red button’ (BRB), to stop the escalation.
Designing and implementing such a BRB is up to projects and organisations themselves, be-
cause this depends largely on organisational culture and project-speci�c priorities. Whatever
the BRB is in practice, it should adhere to the remedial hierarchy described in section 10.1,
and is a de-escalation process (see 6.3)

An example BRB could be a mandatory de-escalation meeting where responsible de-
cision makers, project or asset management, and high-level advisors (e.g. ISO) must be
present to discuss current developments (recent decisions) with respect to the project- and
organisational-strategy, and business objectives. Ultimately, everyone should agree on what
is in the best interest of the organisation, based on factual (quantitative) analysis.

A more radical strategy would be to implement the BRB as a veto (or voting) power for
advisors: if they disagree with decisions they can use this to prevent business-escalation.

Calibrating common understanding of the SuC

Another way of addressing the dissociation can be looking at how the relevant stakeholders
perceive (interpret) system properties and objectives. Where the BRB is about adjusting the
course of the project to reduce escalation, looking at perception is about taking a closer look to
determine whether escalation is actually occurring. From the perspective of a single specialty,
escalation may seem obvious, whereas from a business oriented overview, the decisions are
perfectly reasonable.

To keep everyone happy and satis�ed, it is important to go through the shared under-
standing of the current system and to re�ne or reinforce important objectives and policies.
Having such a ’maintenance’ meeting should prevent actual escalation, and take away con-
cerns in the bigger picture. Dealing with situations where no consensus can be reached, is the
beautiful magic of managers, and out of scope of this research.

The core idea here is to clearly communicate the reasoning behind decisions and strategy,
and to give people the opportunity to question this.

10.3 Communication

Ultimately, solving the risk equation; making decisions; implementing controls; and dealing
with actual threats is a collaborative e�ort between technicians and business. Each party has
their own responsibility and ownership of a piece of this puzzle. This also means that parties
ought to and must seek to understand each other, and to translate challenges and needs to a
common language.

Di�cult communication, is where people with di�erent specialities do not speak the same
’language’ i.e. they mean di�erent things with the same words. An engineer, for example,
will consider boundaries (e.g. maximum risk-acceptance) as concrete mathematical facts that
must not be exceeded. A manager who is focussed on making political decisions is more likely
to consider such boundaries as �exible lines, that are subject to interpretation and framing.
If these two groups of people have to coordinate and agree with each other, quite a bit of
translation work must be done.

In reality, hard mathematical boundaries do not always re�ect available choices, while on
the other hand political choices also need concrete justi�cation. Nonetheless, there must be
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some place where this middle ground is facilitated. The hierarchy diagrams help with this:
they show where the di�erent hierarchies meet, and thus where these should interface with
each other: i.e. the places where mutual understanding is needed. By using these hierarchies
and clearly describing them, the focus points for managers (i.e. the people who guide these
social processes) are more clearly visible.

10.3.1 Advisory Hierarchy and Communication

There is a di�erence between what the security coach and security specialists must under-
stand (in-depth considerations such as value models and adversarial models) and the level of
understanding required for implementing e�ective security (engineers, supported by security
coach in regular education, awareness and intervision sessions). Advisors seem to speak the
same language, but decision makers need tools to precisely understand the meaning of policy
and associated knowledge/advise to properly weigh decisions.

Con�ict of Interest

When management judges the performance of their own decisions/policy, a con�ict of in-
terest may arise. A manager is considered a specialist in social processes and policy: of those,
policy (politics) could con�ict with making rational decisions based on available information
in a particular (specialised) aspect of a project. For example ignoring security in a project
to speed it up: this may make it seem like the project is performing very well; but on the
larger scale of the organisation, risk may rise to unacceptable levels. Such a contradiction
(mismanagement) is dangerous to the organisation as a whole, and thus such e�ects should
be minimised by having independent specialists comment on the performance of the project
in that particular perspective.

Safe haven

Within a knowledge support structure, the same language is spoken about a topic. The var-
ious layers of this hierarchy will use appropriate levels of abstraction to discuss the topic,
but people are unlikely to have con�icts of interest. In cases of escalation, or other forms
of con�icting interests between groups (e.g. legal and human factors disagree; or safety and
security), the decision maker is the neutral factor that decides. The knowledge hierarchy fa-
cilitates a place where people can �nd peers with similar backgrounds to test and re�ne ideas
with.

A down side of such a safe haven is isolation between di�erent specialities: they might
develop an atmosphere of rivalry.

10.4 People in Practice

Bringing these social techniques into practice is a challenge. Internal to the project, there is
a lot of control over how things are done. But a project has very limited control over the
structure of the organisation as a whole. Furthermore, the project may sometimes have to
work with external customers or suppliers, who use di�erent methods or are not as organised
or pro�cient.
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10.4.1 Stakeholders

In terms of change management to a di�erent organisational structure that facilitates devel-
opment, responsibility, and good decision making, internal stakeholders can be in�uenced
more easily than connected stakeholders (e.g. customers and suppliers), or even external
stakeholders (government). Although out of scope of this report, it is noted that having a
radically di�erent organisational structure than others in the immediate context, may cause
practical di�culties. Going with small steps is recommended.

10.4.2 Attaching the Project Hierarchies to Organisational Context

Organisational integration is di�cult. What if the organisation uses a dualistic system (man-
agement and advisors)? Somewhere, this must interface with a project structure where advise,
policy and decisions are separated. Where do responsibilities and ownership align between
the larger organisation and a project.

Managers , for example, take decisions, and it is the generally accepted way of doing things.
But ultimately managers specialise in guiding social processes and providing policy based on
business interests: they are generally not equipped to take practical (technical) decisions about
implementation of this policy and the implications of such decisions. Even worse is taking
decisions while also judging the performance of said decisions themselves: it is like a fox
guarding the henhouse. In general, it would be better to prevent such con�ict of interest: e.g.
by making the engineer responsible, who only cares about staying within as many boundaries
as possible, including policy boundaries. In practice, such a story is a hard sale: organisations
are not willing to make such a drastic change to their project organisation, because they have
always done it this way.

Hybrid approach and Convergence of hierarchies Nonetheless, it might be worth the ef-
fort to try a hybrid approach, where the organisation at large is traditionally organised, while
individual projects use a more bottom up decision approach.

Ultimately, all responsibility and ownership must converge to the CEO and the board. To
minimise the changes to conservative organisational structures, it is recommended to limit
the more complex hierarchical system to projects which are more dynamical. Projects bene�t
from it, because they need a �exible and forgiving system to deal with short-term uncertainty
and supply of policy and knowledge to decision makers.

This means that the �rst hierarchical layer outside the project, is where the other hierar-
chies converge into a more limited set of people. Because of the level of abstraction associated
with that level in the hierarchy, such convergence is not a problem; i.e. it causes a manageable
degree of con�icting interests.

10.4.3 Customers and Suppliers

Dealing with customers and suppliers is di�cult to generalise: it is di�cult to say what is go
or no-go. Such stakeholders are very industry speci�c.

In any case, communication is key: make sure that there is at least a practical common
understanding of relevant systems, responsibility and ownership. On the other hand, speci-
fying everything in legal documents is ine�ective (except in legal context); therefore choose
e�cient and clear models. Strive for open and clear communication in terms of risks and
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quality. Of course, there will be competition with competitors: good luck with that, there is
no silver bullet (yet).



Part II

Veri�cation of Theory
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Chapter 11

Framework Validation - ATO-project
Case-study

The theoretical framework is quite new in several ways: this means it has not been proven to
work in practice. This is risky, since organisations need to be able to rely on such frameworks
to assure su�cient levels of security. As a step in this direction, the case study of the Dutch
Railways and its Automatic Train Operation project tries to establish some credibility to the
claims made within this thesis. If there are fundamental shortcomings, this group of spe-
cialists is interested to �nd them such that they can improve their own processes, and better
achieve their goals.

11.1 Goal

The goal of these interviews is twofold:

1. Gain understanding of wants and needs of people involved in security.

2. Test, challenge, and verify the theory in the theoretical framework.

Essentially, we are asking specialists "What do you think?" and "Does this make sense?" in
a systematic way.

This research was conducted in the context of the Dutch Railways (NS), with the or-
ganisational goal to produce e�ective policy for dealing with security in OT R&D projects.
Before some theoretical framework is introduced as policy, it �rst needs support from within
the organisation. The case-study NS is thus not only an exercise in proving validity of the
framework draft, but it also probes the feasibility of actually implementing it as policy.

The goal of this part of the research is explicitly not to compare the quality of this the-
oretical approach to other approaches, or to give a rigorous substantiation to claims. Our
practical approach is aimed at quickly using available insights to produce a better framework
than what has been available so far, and is known to be inadequate: e.g. in the 62443 series
of standards [9]. As such, it should be seen as exploratory research. Researchers and industry
specialists are cordially invited to criticise and improve this framework to better substantiate
(or disprove) it scienti�cally!
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11.1.1 Outcomes

The overall outcome that is hoped for, is a semi-formal, multidisciplinary insight into OT
security, speci�cally for R&D projects. It would be great if this research as a whole sparks
discussion in two areas:

1. First, the aim is that the framework contributes to cybersecurity at the NS, possibly
even by being accepted into policy itself. The case-study is hoped to lead to internal
discussion and evaluation of current practices and opportunities for improvement.

2. Secondly, industry specialists may �nd value in the ideas proposed in this thesis. By
asking various specialists to scrutinise the ideas, the framework is strengthened. With
some luck, this will lead to evolution in standardisation and OT security industry prac-
tices.

11.2 Overview

Given that we want to verify the legitimacy of the framework, input from other people is
needed. Due to the nature and scope of this research, these people were found within the
NS, and notably (about half) in relation to the ATO-project case-study.

There are a few general ways of generating feedback from these people (participative
approaches):

• Questionnaire A more quantitative approach with comparable input. The advantage
here is potentially more response overall, which is more easily compared. A big disad-
vantage is that questionnaires lack depth and abstraction.

• Group discussion A qualitative approach where people spend time together discussing
a subject along certain themes. Advantage is that this can stimulate creative thinking
among group members. Disadvantages are that this takes a long time for everyone in-
volved, and that people could easily end up o�-topic or in a fundamental disagreement.
(see also [92])

• Interviewing one on one Another qualitative approach where the interviewer and inter-
viewee have a conversation about the topic. The advantage here is that the interviewer
can more easily control the conversation and direct it towards interesting topics, but
this is simultaneously a disadvantage due to bias.

• Written request for comments is a more informal way of asking for feedback. The ad-
vantage here is detailed on-topic in-depth feedback, but the disadvantage is that this
document is much too long, so participants will most likely not read it.

Based on this consideration, interviews were chosen as method. The rest of this section
will expand challenges, pitfalls, and practical considerations for the interviews.

11.2.1 Challenges and Pitfalls

Diverse Backgrounds/Specialities

To rule out speciality based bias, most respondents will come from outside the security ’bub-
ble’. This makes it more likely that strange customs in the security world are identi�ed and
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criticised. The consequence of this is that most respondents will thus also �nd it hard to relate
to security concepts. All interviewee’s will, however, have at least some experience with qual-
ity aspects in general. Therefore, this quality-based perspective will be used to discuss the
abstract concepts related to security, using the individual expertise of interviewees as basis.
This angle helps the respondents to come to the strongest and most consistent version of an
opinion that is possible within the available time.

To further challenge the respondents, they will be asked to not describe their current
experience with the subject matter, but to instead describe their opinion about an idealised
version of those processes. This approach has two advantages:

1. By discussing an improved version of current practice, this forces the respondent to
re�ect on the performance and shortcomings of the current system; and implicitly they
must thus consider their own experience and opinion about the practical functionality
of the methods. The idea is that this makes it easier to later discuss performance of
their system and relationship to context such as team and organisation.

2. By discussing an ideal situation, the interviewee and interviewer can more e�ectively
work together towards the strongest possible version of that particular approach. This
is great for the next interview, where this approach will be used to challenge the ideas
at the basis of the SOTDLC:

• if the interviewee designed an approach that is largely similar to the SOTDLC,
that is great, because it shows support for the ideas and concepts within it.

• if the interviewee designed a di�erent approach, but can be convinced that the
SOTDLC is a better way of doing things, that is also good, because then the
ideas in the SOTDLC are su�ciently convincing to overcome strong counter-
arguments, and it is thus more likely to garner wide support when put into prac-
tice.

• if the interviewee designed a di�erent approach, and is able to successfully defend
a position of approximate equality or superiority against the SOTDLC, this shows
that the SOTDLC can be improved. Because the criticism is based on a concrete
and experience based model, it is likely to also give concrete direction to what can
be improved in the SOTDLC. Improvement to the SOTDLC is, of course, also
a great outcome.

Terminology The way in which di�erent groups communicate about certain processes or
issues can lead to misunderstandings. For example, many engineers who deal with tight
tolerances in design have a di�erent de�nition for the words ’precise’, ’exact’, or ’maximum’
than e.g. business consultants who deal with deadlines, people, and policy.

In a multidisciplinary �eld such as security, this could lead to misunderstandings. In the
interviews this should be taken into account when interviewing from di�erent backgrounds.
One of the ways to deal with this is to summarise the interviewees words in other words, to
verify if the meaning came across. Another strategy is extrapolation: "if you say A, and I
know A→ B, then you also mean B, is that correct?". If it turns out ¬B, then the interviewee
was likely misunderstood (assuming A→ B is valid).
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Con�dentiality of Case Speci�c Details

Discussions of opinions of the interviewee are most likely based on their experience within
this organisation, or others. This may mean that they use concrete examples to substantiate
their point, leading to con�dentiality issues. This makes it di�cult to completely publish the
interviews, and thus to verify their �ndings. Two strategies were used to minimise related
e�ects:

1. Focus on scienti�c basis over case-speci�c details. Meaning that scienti�c papers or
non-con�dential information are used as prompts for interview sections. This will
nudge interviewee’s towards using this as a basis for their arguments, while still being
neutral.

2. The interviews are summarised, and this summary is checked by the interviewee to
make sure that it accurately re�ects their opinion. This way, interviewer induced biases
in summaries are minimised. The interviewee is asked to make sure that the emphasis
in the summaries is also accurate to their opinion.

Prior Knowledge of Interviewees

Most of the interviewees are people that work in or near the same department as the inter-
viewer. Co�ee-machine talks have sometimes also discussed work on this research, and thus
some people may not come into the interview completely neutral. Where this was the case
this was noted in the interview summary.

Prior knowledge (no more than co�ee-machine depth) is considered only a minor issue
for the �rst interview: it may in�uence the opinion of the interviewee, but overall the goal
of this veri�cation is to understand interviewees opinion about the framework and challenge
the framework: for that, knowledge about the framework is necessary anyway. Furthermore,
the interviewees will be given a general introduction to the topic at the start of the interview
anyway.

Bias

There is a risk of bias in this interviewing approach.
Firstly, there is a risk of con�rmation bias through framing the topic and the questions.

The e�ect of this is minimised by having two interviews, where the �rst one is about the
opinion of the interviewee only. This way, the interviewee is able to express their personal
opinion about the topic without having been in�uenced by ideas about the framework yet. It
is hoped that this will also stimulate interviewees to be more critical of the proposed frame-
work in the second interview. Nonetheless, con�rmation bias is still a substantial risk which
must be taken into account.

Secondly, the population used for this research is likely fairly uniform, which reduces the
reliability of the results. Because all interviewees are employees of the NS, or closely related
to NS, they are quite likely to have a similar experience with organisational processes such
as security. Therefore, a certain degree of similarity in ideas and critiques is to be expected.
It would have been better to interview people from multiple organisations in di�erent OT
sectors, but unfortunately this was not possible with the means and time available.
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11.2.2 Validation

To increase the reliability and veri�ability of these interviews, some validation measures were
taken:

• Interview Structure. By using two separate interviews, where the �rst one introduces very
little about the topic, the interviewee is able to express their opinion free of in�uences
from the research project. The interviews are structured like this to �rst �nd an unbi-
ased opinion about the topic, and then use this in a structured way to jumpstart critical
review of the framework. By letting the interviewees think about it themselves �rst, it
is tried to reduce their agreeableness towards the legitimacy of proposed frameworks.

• Recording. The interviews are audio-recorded. Furthermore, a standard summary-
form is �lled out during the interview to make a draft overview of important topics or
points. After the interview the recordings are used to make a more detailed summary
of the interview.

• Veri�ed Summaries. The interviewee is asked to read the summary and to re�ect on how
accurately it represents their views. They are also asked to grade how important they
think each of these points are in their overall opinion.

• Sample Size. Due to the qualitative nature of this research methodology, only a relatively
small number of people is interviewed. To make up for this, a varied group (many
di�erent professions) of people is chosen, such that as many di�erent perspectives are
included as possible.

11.2.3 Interview Plans

Based on all the considerations, two interview plans were made. These plans can be found in
appendix D.

11.3 Results

Veri�ed summaries of all the interviews can be found in appendix E. These results have been
compared and compiled into the general outcomes discussed in this section.

11.3.1 Important subjects

At the end of each interview, the respondents would be asked what they think are the three
most important topics that were discussed in the interview, or related to it. Table 11.1 shows
the topics that respondents picked at the end of their �rst interview. Table 11.2 shows the
same for the second interview.

It should be noted that the grouping of certain priorities into larger categories is subjective:
this means that these tables should be read by an appropriate level of scepticism. These tables
are used mostly to show general direction in the subjects that were important to people.
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Others

1 3 5 (4) Everyone is involved, but su�cient knowledge is missing
among many

2 3 4 3

3 4 7 (Governance: (3) Governance + (4) Responsibility)

4 3 (5) Maturity; (5) Managers with personal interests

5 4 7 (Governance: (3) Decision making + (4) mandate)

6 (-) Involvement and determination; (-) collaboration & dis-
cussion leading to a socially safe work environment, im-
provement, and quality; (-) The NS is in the middle of soci-
ety and has an important role.

7 3 5 (3) De�nition of the term ’Innovation’

8 (5) Flexibility in long-running projects; (4) up-to-date
overview and insight into threats

9 4 2 5

10 5 2

11 3 4 4

12 3

13 5 4 (5) Test v. goal

14 3 2 5 (4) Maturity

15

16 (5) Everyone is involved in security; (5) phased project ap-
proach; (4) incident response

17 4 3 5

18 (5) Getting the basics in order!

Total: 11 10 26 45 8 14 54

Table 11.1: Interview 1: Subjects that respondents selected as 3 most important subjects.

Interviewees scored the importance of their three subjects from 1 to 5 (Noteworthy to
Crucial). The subjects that were mentioned the most have a speci�c column, whereas less
frequent subjects are grouped under ’Others’. Note that this ’importance’ score does not
signify whether the respondent had a positive or negative opinion about the subject, nor the
speci�city of the original topic-description (topics were subjectively grouped).
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Others

1 5 (3) Relationship between Architects & Engineers

2 2 (4) Resiliency; (1) ATO should be considered as independent sub-
projects

3

4 3 (4) Mitigation is not always prevention; (2) information sharing

5 4 4 4

6 - No second interview -

7 5 4 5

8 5 (4) Threat intelligence; (3) sharing information for analysis

9 5 4 (5) Make value-�ow in an organisation visible

10 4 4 (2) 3 di�erent types of innovative projects

11 5 5 (5) Relationship between technology and its context

12 3 (4) Test v. Goal solution; (4) IT vs. OT, what is the di�erence?

13 5 2 4

14 4 (5) Reporting back: knowledge & Oversight; (5) Make re-de�nition
of roles and responsibilities explicit in phase-transitions

15 5 3 4

16 5 (3) Di�erence between really developing a product and abstract in-
novation

17 5 2 (4) Everyone is involved in security

18 - No second interview -

Total: 10 18 27 14 41 58

Table 11.2: Interview 2: Subjects that respondents selected as 3 most important subjects.

Interviewees scored the importance of their three subjects from 1 to 5 (Noteworthy to
Crucial). The subjects that were mentioned the most have a speci�c column, whereas less
frequent subjects are grouped under ’Others’. Note that this ’importance’ score does not
signify whether the respondent had a positive or negative opinion about the subject, nor the
speci�city of the original topic-description (topics were subjectively grouped).
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Chapter 12

Discussion

12.1 Overview

The results described in tables 11.1 and 11.2, show important themes in the interviews:
some topics really stand out from the tables. This section gives a quick overview of what was
discussed.

Interview 1

In the �rst interview (table 11.1), many respondents expressed a need for a clear and struc-
tured approach to cybersecurity: this is re�ected by the Formal v. Informal, Governance, and
Support & Oversight columns. These topics relate to the abstract concepts described in chapter
10 People.

Many respondents are interested in the best strategies to assess risk (column Risk Analysis),
and to compare risks with other aspects to make proportional decisions on risk-acceptance
and security requirements (column Proportionality). This is to be expected, given that this is
what cybersecurity is all about.

Formal v. Informal concerns horizontal relationships between team-members. Some
respondents noted that it is very important to have healthy informal relationships within
projects, because these are where most of the work happens, and where decisions are made
quickly and e�ectively. These processes need the right balance between bureaucracy (formal,
generally slow but accurate) and discussions (informal, often subjective yet fast).

Governance Describing the organisational structure surrounding the security process. This
regards responsibility as well as ownership for parts of the process.

This topic also relates to observed con�icts of interest as discussed further in the discus-
sion, sect 12.4.1. And also addresses the issue of risk abstraction (part of oversight), as is
explained further in sect. 12.4.2.

Support and Oversight This is about the concept of a Friendly Neighbourhood Police Of-
�cer, which was brought up by respondent 1. This neighborhood police o�cer is someone
that is approachable, who gives direction, tips, help and stimulates good behaviour. Some-
one who observes how everything is going, calls out minor mischief, and knows how to call
in support when bigger problems arise.

105



106 CHAPTER 12. DISCUSSION

The idea is that there is someone independent who checks that the project is doing well
with regard to cyber-security. This �ts into the ’three lines of defense’ model, where the 2nd
line should verify the quality of the people in the 1st line of defense.

Everyone is involved Although just a few noted this as an important topic, a majority of the
respondents expressed an opinion along these lines: everyone has a responsibility in security.
This means that everyone should have the right knowledge and access to tools, information
and specialists to do their part. This expression everyone is involved is a clear and easy to explain
the concepts from chapter 10 People, speci�cally the issues around Ownership and Interest and
Communication (sections 10.2 and 10.3).

Although only brie�y mentioned, this issue seems to sum up all that is important about
the social process: people need to work together on security. This is done by communicating
clearly about goals, proportionality, controls, and so on; by having clear distinction of who
does what; working together both formally and informally; and much more.

Interview 2

The second interview (table 11.2) shows a clear shift away from the governance column, to-
wards phased approach. Many respondents liked the ideas about a phased approach for security,
with clear security-goals in each phase. People seem to accept the SOTDLC framework as a
suitable solution for the previously reported problems with governance. Some respondents
were already starting to think of concrete ways to implement the SOTDLC; others were
giving tips on what parts should be emphasized (Column Others).

Risk Analysis There were mixed feelings about using criminological insights to improve
risk analysis methods. Most people agree that risk-analysis methods leave substantial room
for improvement. Nonetheless, roughly half of the respondents think that current methods
are su�ciently accurate.

In general, people are positive about looking into criminology, but improving risk-assessment
methods is not considered a high priority, as shown by some of the lower scores in the Risk
Analysis column.

Part of the Risk Analysis column was also the prioritisation of risks (e.g. in risk matrices;
related to risk abstraction 12.4.2). Respondents who are specialists inside a project seem to
report that this is not going well, whereas respondents outside of projects and management
seem to report that this is going well.

Incident Management In the SOTDLC, it is assumed that incident management in inno-
vation is similar to non-innovative projects, and that this is thus a straightforward implemen-
tation of existing frameworks and standards. Some respondents noted that many colleagues
are not aware of the importance of incident management, and this concerns them. Respon-
dents report that security o�cers have recently started an improvement initiative on incident
response.

Given that this is apparently not common knowledge, this is an interesting �nd.

12.2 De�nitions

Some respondents noted that they found some of the terminology confusing. Therefore, it
is important to clarify these terms in the theoretical substantiation of the framework:
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• Escalation In this thesis we use escalation to relate to the risks to business goals getting
out of control, thus escalating out of acceptable bounds. In business context escalation
is often used to describe a process of asking higher levels of management to give an
opinion or decision about controversial or high-risk matters.

• Innovation There are di�erent kinds of innovation: innovation for the business; in-
novation in the industry; or innovation for the whole world. Also making something
completely new; vs. an addition to an existing system; vs. updating an existing system.

• Architecture To people involved in the operational technology in the projects, archi-
tecture denotes the structure of the system that they are working on. To people who
work at a more abstract level, architecture is also something more abstract, sometimes
denoting the relative structure of systems within the organisation; other times architec-
ture would denote the structure of the organisation itself, or even structure of a process
within the organisation.

• Risk = chance * impact.

Chance de�ned by people with a background in...

– Operational cybersecurity is often implicitly de�ned as the di�culty of exploiting a
vulnerability or attack path.

– Organisational cybersecurity use both di�culty of exploitation, as well as expert-
opinion about qualitative threat intelligence.

– Safety seem to use statistical incidence of an event based on previous experience

– Other areas often seem to assume that security specialists can substantiate their
claims about ’chance’ with quantitative motivation, and thus seem to overestimate
the reliability of claims.

12.3 Proportionality and Auditability

If security is over-done, this may be a disadvantage to other aspects. Although this trade-o�
is often legitimate, given business interests, some respondents report frustration about a lack
of explanation about such choices.

12.3.1 Con�icts between aspects

When asked about con�icts between security and other aspects such as usability or maintain-
ability, most respondents would answer that they could not recall of any. Conversely, these
same people note that security often comes at the cost of other aspects: more security often
means a less usable or maintainable system. Apparently, people do observe a con�ict between
security and other aspects, but they are not consciously aware of any reconciliation process
that is felt as ’con�ict’.

At a project-level, I think security is often blindly favoured over other aspects that are
implicitly deemed less important than it, such as usability. This means that such decisions
are not explained or weighed. In such a case, there is no con�ict, because there has been
no discussion about other possibilities. Naturally, a lack of substantiation to (thus implicit)
priority decisions has a high risk of leading to disproportionality.
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Security-By-Design or Design-By-Security?

Security-conscious people generally agree that security-by-design is the way to go: it is the
most cheapest and easiest approach. Security-by-design is interpreted by some as adding as
much security as possible at the earliest possible stage of a project. The interviews suggest
that this leads to a phenomenon that could be described as design-by-security, where security is
implemented over everything else without thinking twice, mandating other design decisions.
This is, however, ine�cient, especially in OT innovation, because the objectives of the project
and its systems change over time. The security targets thus also change over time (i.e. table
9.1). Security should evolve along with the project, implementing (and sometimes removing)
measures in a manner appropriate to the context.

There was one security specialist who went as far as to say that most goal-oriented security
requirements should be enforced early on in the project, despite yielding little bene�ts, be-
cause this would make it easier to enforce the requirements in projects where it would yield
bene�ts. Doing this design-by-security would thus only be for image. Such an approach
clearly leads to frustration among stakeholders: quite a few other respondents explicitly said
that they feel needlessly inhibited by security, and that they would love to work together to-
wards e�ective and e�cient solutions, but to do so they report a need for clear, concise and
comprehensive explanations for security choices. The conclusion can only be that design-
by-security leads to a loss of trust and a loss of willingness from stakeholders to collaborate.

12.3.2 Comparing Security to Other Aspects: Risk Matrices

Opinions di�er on whether security should be considered fundamentally di�erent due to
feedback mechanisms from controls to risk. There are roughly two ways of looking at this
issue:

1. The attacker changes their behaviour when controls are implemented, and thus ad-
dressing one risk, may negatively impact another. This is di�erent from e.g. safety,
because there risks are independent.

2. The total amount of ’pressure’ on the system (caused by potential attackers) is roughly
constant: addressing a risk through controls could reduce this pressure or address the
e�ect this pressure has locally. This is similar to e.g. safety, where sometimes the cause
of risk can be taken away, and other times the potential impact is reduced.

A non-deterministic feedback mechanism (1) would mean that risk matrices are useless in
their current form. Consequently, the risk matrices would be inadequate models to compare
strategies/controls or base decisions on.

I think the �rst interpretation is logical in context of this case-study, because the ATO-
project is mostly focussed on an impact-reduction based approach in order to gain �exibility
in the R&D process. This means that the attacker is not clearly explained in risk appreciations
(matrices). It is therefore not strange that people would consider the attacker black-boxes.

This thesis is more aligned with the second explanation: through the risk equation, rela-
tionships between attackers, impact and controls can be better explained. Security controls
can be directed towards the attacker, or towards reducing impact of an attack.

Such nuance is important for making security choices understandable and auditable.
While it might not directly change the level of security itself, it does help with awareness
and quality of security implementation.
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12.4 Con�ict of Interest & Risk Abstraction

12.4.1 Project level: Security Engineer

One of the topics discussed often was the potential con�ict of interest concentrated on a se-
curity engineer if they have both responsibility towards project management (responsible for
project policy/performance) and towards the Information Security O�cer (ISO, responsible
for knowledge and oversight).

In the second interview, the suggestion is made by the interviewer to make a more clear
distinction between these performance- and oversight-responsibilities. It is di�cult for one
person to have both, without an internal con�ict. This would mean that the security engi-
neer becomes a security coach, who only has a knowledge and oversight responsibility. The
performance-responsibility is kept in the project-manager, architect, engineer line.

Respondents mostly agree that the described potential con�ict of interest is sub-optimal.
Opinions di�er on how important this phenomenon is in practice and whether a solution is
thus needed.

12.4.2 Organisational level: Risk Abstraction

Organisations do not only make risk assessments at a project level: at an organisational level
the overall risk must not exceed the risk appetite. This means that information about risks on
project, program and department level must �ow up to higher management and the CISO.
Taking into account that higher management has to assess not only security, but also many
other aspects, it is not possible for these people to weigh all individual risks. Therefore, a
process which we will call Risk Abstraction has to happen, where risks from di�erent aspects
(e.g. security, safety, usability, legal, etc.) are put into comparable risk matrices and risk
registers. Figure 12.1 depicts the risk-abstraction step as the transition from project to cluster.
In the risk-equation (e.g. �gure 7.1), risk-abstraction can be partially found in classi�cation
and prioritisation leading to controls. The dimensions and scales of these matrices are pre-
de�ned based on the organisational risk-appetite, and make comparisons across domains a
lot easier to comprehend.

Risk-abstraction is part of a complex social process. Although it is very necessary for
understanding the bigger picture of an organisation, it muddles the waters for others who
work on very speci�c issues. Abstracted information is used to determine strategy and to
make decisions on departmental and organisation-wide levels: this has a lot of impact on
engineers, architects, project-managers and others who have to implement it all. A poorly
performing risk-abstraction process quickly leads to professional dissociation (ch. 10.2.1),
leaving people unwilling to contribute to security.

Pitfalls

During the interviews, it has become clear that the current approach to this process of risk
abstraction has some inherent pitfalls, which mostly people higher in the organisation do not
seem to notice. Risks are interpreted and put into an appropriate risk matrix at a project level.
This interpretation is for a large part based on expert opinion: given the limitations of the
dimensions of the risk matrix, it is di�cult to include the nuances of this opinion. After risk
classi�cation, management becomes risk-owner, and risk-abstraction is further performed
through increasing levels of management.

There are two pitfalls here:
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1. Management does not have the expertise to understand and appreciate the risks they
own. Furthermore, there may be a con�ict of interest between the oversight and perfor-
mance that management wants. The risk management department (incl. CISO), who
keeps oversight over the total risk pro�le, mainly receives their information through
this management barrier.

2. The quality of the abstraction can be improved, because it is based on informal expert-
opinion and discussion, and the rationale for the outcomes is scarcely or not written
down. This means that it is di�cult to trace causes; trace decisions; have a uniform
framework; or learn from past mistakes.

These problems lead to �gure 12.1 which depicts the level of chaos/uncertainty intro-
duced at any given level of the abstraction process.

The process of sharing information at departmental level seems to go very well: all re-
spondents who are part of this process report that they are happy. The problem is, however,
that the experts at project level complain about the appropriateness of the risk-matrices, and
the lack of substantiation for decisions and strategy. Ultimately the conclusion is that the
quality of the documentation of risk-classi�cation and -abstraction is low, meaning that qual-
ity of the organisational and departmental risk assessments is also inherently low (garbage in,
garbage out), despite robust procedures at departmental level. This problem is compounded
because management is unable to oversee and understand technical nuances, especially with-
out documentation; and because outcomes (targets, requirements, controls, etc.) of the risk-
assessment process cannot be traced.

12.4.3 Recommendations

Given that people at project level are reporting a lack of explanation for security claims and
risk appreciation anyway, improving in this regard would also help with improving the quality
of organisational risk assessment.

A further recommendation would be to do one or both of two things:

1. Parallel information structure. Improve oversight by using a parallel information structure
to verify and intervene if the project is under-performing on security.

2. Improve transparency. Tying in to the concept of ’everyone is involved’, here the project-
team is better able to track information to decision-making, allowing a self-governing
structure of internal oversight, and making external oversight much easier as well.

In both cases, at a project level, the security engineer becomes a coach who is not directly
responsible for delivering an advice or requirements for security, but who has a only a knowl-
edge and oversight responsibility. The security coach helps engineers to assess risks and make
appropriate requirements, while keeping an eye on the performance with respect to security
targets.

Parallel information structure

Based on the hierarchies proposed in chapter 10.1, the idea is to let security specialists at
project level directly report to their ISO, who then reports to the CISO. This hierarchy is
shown in the left branch of �gure 10.1. At every level of the organisation, the (security)
specialist can then communicate in a horizontal and downward relationship with the relevant
management:
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• Security coach - project/program management

• ISO - department management & project/program management

• CISO - C-level management & department management

This way, the knowledge/oversight process is completely decoupled from the perfor-
mance/policy process. The two main advantages are:

1. There is less potential for con�icting interests;

2. Malice and incompetence are less likely to cause problems; and

3. Specialists are better able to distinguish what is and is not important to relay to the next
level of abstraction.

Improved Transparency

A simpler solution is to clearly document each processing step from the threat-analysis through
risk-abstraction until the de�nition of security requirements. This is based on the concept
’everyone is involved’ from the second interview. Everyone should be able to understand why
security is an important part of the system, and why it designed in this or that particular way.
If security is in the way of other interests, people can trace requirements back to the original
risks it was designed for: if possible and necessary security can be changed to facilitate other
needs, while still covering the original risks.

Advantages of this approach are that it:

1. Improves the ability to do security-by-design (instead of design-by-security);

2. Gives technical sta� the information they need to get involved in security discussions;

3. Better prepares the organisation for later re-design/patching, because design-rationale
is better documented; and

4. Better prepares the organisation for auditing and compliance, when legislation for OT-
security is implemented/enforced.

12.5 Social Process

In the ’people’ part of the framework, an important point is that the managers with the most
responsibility for security, have the least knowledge and understanding of it. This lead to the
initial conclusion that it might be better to concentrate decision-powers lower in the organ-
isation, e.g. at the architect or engineers, because these would have a much better technical
understanding of the consequences of certain approaches. In practice these people play an
important role in decisions already, and managers mostly follow their advise. Many respon-
dents found the current approach much better, because according to them decisions and busi-
ness interests should be in the same place (person). Nonetheless, many people reported that
they would like a more direct link with specialists, and that they favoured a strong informal
network over indirect communication through a manager with centralised responsibility.

This leads to the conclusion that the initial approach of the framework was too much, but
that it was in the right direction: information about security should �ow freely on a horizontal
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level in a project. This also means that security specialists must be available to explain choices
and to help people work with security. The rest of this section discusses concrete ways this
can be done better, which were brought up during the interviews.

12.5.1 Neighbourhood Police O�cer

The idea that everyone is involved in security is widely emphasized by respondents. This
means that security cannot only be the responsibility of specialists, but others must contribute
as well to make it a success. Some (non-security) respondents report that they �nd it di�cult
to do their part due to one or multiple of the following reasons:

• They do not know where to report security concerns about system design or imple-
mentations;

• It is unclear where they could get information; and

• Security problems are not often obvious, and non-specialists may overlook potential
problems without knowing it.

The issues above are most apparent in smaller projects, e.g. small updates or revisions to
existing systems.

Respondent 1 reported that he would love to see some kind of ’friendly neighbour-
hood police o�cer’ ("wijkagent" in Dutch). This person would be a visible person who helps
through providing knowledge, but who also keeps an eye out for potential problems. They
would also have the connections to the security department for calling in backup if needed.
Multiple respondents mentioned the importance of a socially-safe work-environment, with
high regard for learning, improvement, and quality: it seems like the neighbourhood police
o�cer captures this idea.

This ’neighbourhood police o�cer’ is the Information Security O�cer for smaller projects.
Clearly, the security department is not visible enough, especially for smaller projects. I think
this is caused by the following two phenomena:

1. There is a shortage of security personnel, and thus smaller projects with a relatively low
security risk pro�le and projects with a low priority and are ignored.

2. The security department is not visible and approachable enough: it should be clearer
who is the primary contact for information and feedback. The security department
should also be able to keep an eye on what (small) projects are going on, to keep an eye
on potential risks.

For larger R&D projects, as targeted by this framework, it is assumed that a ’security
coach’ is directly involved in the project, who should address these problems directly as a
primary responsibility. The security coach is thus this neighbourhood police o�cer. They
keep up positive informal relations with the project, while making sure to select and present
relevant technical knowledge from the rest of the organisation or security industry. They also
keep track of the status of security and guide the process along. Furthermore, the security
coach knows who to ask for technical help when needed (e.g. specialists or organisational
facilities such as SOC, pen-testers, legal, privacy). Finally, the security coach will be the �rst
to notice if a project is not doing well on security: they will call in the troops, e.g. (C)ISO,
higher management or even others if things get out of hand.
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12.5.2 Three Lines of Defense model

There are di�erent views on the exact application of this model in the NS. The most discus-
sion is about the role of the departmental information security o�cer (ISO): whether it is 1st
or 2nd line. Part of this, is that there is currently insu�cient quali�ed personnel available to
keep a strict separation. Nonetheless, it is good to discuss what would be the ideal approach.

Earlier in this chapter (12.4) con�icts of interest were discussed. If there is no clear
distinction between who is part of the 1st line and who is part of the 2nd line, it will also be
unclear what loyalties a particular person should have. This will lead to con�icts of interest
in the same person, regardless of whether they are part of the same knowledge hierarchy or
not, including ISO’s.

Given the recommendations about involving everyone in security, and that projects should
have a security coach to help them, the following structure seems logical (from a purely se-
curity perspective):

1. Security Coach: is the �rst line. They advise the project, keep an eye on the state of
a�airs and report back to the ISO. One security coach can be involved in multiple
projects for e�ciency reasons, but they are explicitly not responsible for making more
abstract risk assessments on a departmental level. The security coach works together
with enterprise-architects, solution architects, engineers and business to understand the
issues speci�c to that project, and gives independent advice about security, which they
do not implement themselves. The security coach is thus moreso a security solution
architect.
Enterprise- & solution architect for security is also �rst line. They translate business needs
to suitable architectures for departmental and project levels. They verify the under-
standing and usage of these architectures as well, but the ISO is ultimately responsible
for looking at the bigger picture and determining whether enough was done for that
department or project.

2. ISO: is part of the second line. The ISO keeps track of all projects in a department or
cluster. They check the work of security coaches, and make sure that projects are on
the right track with regard to higher level objectives. The ISO may advise the security
coach about particular questions, but is not involved in the project itself. If escalation
occurs, the ISO can coordinate with the product-owner, project lead or even with the
cluster- or department-head that the ISO is assigned to. In principle, it is not the
ISO’s task to make the business happy at lower levels of the organisation, but moreso
to seek alignment with higher-level security targets by verifying the validity of low-level
decisions.
CISO (o�ce): ISO’s can have di�erent levels of seniority, depending on how much of the
organisation is their responsibility. This means that ISO’s together form a hierarchy,
all the way up to the CISO who has the overview over the whole organisation. THis is
all still 2nd line of defense

3. Audit: Audits are done by an independent department or organisation. This is the third
line. Most of this is out-of-scope for this research.

It is crucial to give people in the 1st line and 2nd line di�erent function titles, even if they
do similar work. Giving them the same title leads to a lot of confusion. The function title
thus shows others what the primary responsibility of a person is: achieving business goals
e�ectively by helping with and advising about security (1st line); or verifying the validity
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of an implementation and critically assessing risk-acceptance (2nd line). Again, these two
responsibilities do not go together, without con�ict of interest.

For example, Local Information Security O�cer (LISO) would thus be a misnomer for
a security-coach-like function, both because this person is not an o�cer (rather operational,
1st line sta�), and because this person should be an advisor and not making engineering
decisions.

Under this model, it practical to make the 2nd line hierarchically part of organisational
risk-management structure. The 1st line is then part of the relevant department. Despite
the hierarchical decoupling of the 1st and 2nd line, ties between them should be short with
a healthy dose of informality. It is important that 1st and 2nd line know how to �nd each
other to ask questions, discuss issues, share information, and provide help. There should be
high amounts of mutual trust, but also the opportunity to informally and formally question
decisions (in both directions) if this is needed.

12.6 Project Model: Phases

12.6.1 Dynamic Phases

The framework should be �exible with regard to the amount of phases, and their goal. Es-
pecially innovative projects are unpredictable in their size and amount of phases. Therefore,
the security process should be able to scale along with a project.

12.6.2 Reliability Phase

An interesting note by one of the respondents (14): there is another phase after transitioning
to maintenance, that could still be seen as part of the learning curve. It is the time immediately
after roll-out, where learning about common malfunctions and the character of the system is
the goal.

Thinking in terms of security, a relevant learning-objective for in this phase is developing
understanding of new types of attack-vectors that were previously unforeseen. This is mostly
related to cyber-criminology in broad sense [71], i.e. where the system is misused as a tool to
achieve a goal that is not directly related to the system itself. An example of this is an attacker
using a train to trap someone, e.g. to intimidate or hinder them, by keeping the doors of the
train closed. A practical example of this is regimes who intimidate opponents or journalists
who live abroad to silence their critiques.

Such a perspective on the security process is very relevant, because new attack strategies
are a logical consequence of developing new OT systems. Given the intricate understanding
of the SuC, it is comparatively unlikely that an attacker will �nd a very surprising attack vector
in it. Attacks where the SuC is used as a tool (i.e. cybercrime in broad sense [71]) are di�cult
to predict and understand well. It is thus interesting to add a distinct learning phase to the
overview, and add security weighting to the relevant phasal overview tables (e.g. 9.3 and 9.2).

12.6.3 Test vs. Target

A few people expressed during the �rst interview that it is important to have di�erent ap-
proaches for security for testing and for the intended target system. This stems from the
di�erent objectives of the business for an un�nished project, and the innovative goals that are
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put at risk when security is too constrictive; in contrast to the value that may be lost when the
system is under-protected.

This idea resonates with the proposed phase progression for security targets. Only one re-
spondent said that they think security should be fully implemented from the outset; whereas
most of the other respondents were explicitly positive about this model.

12.7 Incident Management

Existing incident response plans must be updated when R&D projects introduce new pro-
cesses and systems. Currently, it is unclear who is responsible for making the adjustments
or for bringing them into practice during development. Some people reported a desire for
clarity and communication in this regard.

In the SOTDLC, the assumption was that incident-management was well-developed, and
that organisations would have su�cient means to develop their own plan. Not all scenarios
can be foreseen, so whatever things were overlooked should be e�ectively contained. Given
that there is room for improvement in this case-study, it might be a good idea to develop this
concept further. It seems a good idea to make incident management a prominent part of the
SOTDLC process, as well as looking at speci�c recommendations for R&D. Furthermore,
the concept of toughness could be expanded to become a clearer design principle.

12.8 Conclusion: Revisions to the Framework

The interviews, and above discussion have lead to new insights for the framework. Based on
the results of the interviews, the following amendments are recommended for the original
framework:

12.8.1 Hierarchies to Horizontal Relationships

Originally the focus of the hierarchies (see ch. 10.1) were focussed moreso on making sure
that technical knowledge and decisions would stay in the same spot. Based on the interviews,
this emphasis turned away from hierarchies and more towards informal horizontal relation-
ships.

This means that it is not so much about who makes the �nal decisions, but moreso at how
the team arrives at this decisions together. Everyone is involved, and the team has to work
together to weigh all aspects and interests related to a decision, to make sure that no single
discipline takes over.

12.8.2 Add Discovery Phase

An distinct discovery phase is added to the phase-diagram, where security aims to discover
system misuse in the broad cybercrime de�nition [71].

Because OT systems have impact on their physical surroundings, attackers may start mis-
using these systems for attacking other targets. Such attacks are di�cult to predict, so moni-
toring seems like a better idea. This ties into monitoring for changes in the risk landscape, as
part of the maintenance process in section 12.8.3.
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12.8.3 Include Maintenance

Security goals regarding maintainability should be added to the phase-tables. Maintenance
is an important part of OT systems, especially if they have to last multiple decades. Secu-
rity will have to evolve along with the rest of the system, and along with newly discovered
vulnerabilities and threats (see sect. 12.8.2 as well).

In developing the security requirements for the �nal SuC, evolution of these requirements
throughout its lifetime will have to be considered. This means that a maintenance process,
along with a clear description of who is responsible for it or owner of it should be one of the
deliverables of the SOTDLC.

12.8.4 Expand Incident Management

Especially in innovations, where systems and risks change quickly, it is di�cult to keep up with
security. It is di�cult to guarantee prevention security-incidents. The SOTDLC already de-
scribes an approach where impact-reduction and strategic risk-acceptance are corner-stones,
but incident management is still a small part. Given that incident management is a crucial
part of good security in innovations, its importance should be more clearly expressed.

It may also be worth it to speci�cally study incident-management in R&D projects, in
further research.

12.8.5 Explaining the Social Process

The interviews have been very insightful about how the framework can be explained in sim-
pler language to make it easier to understand and implement. Chapter 10 People in particular
was written in a very abstract style. Concrete concepts such as the ’neighbourhood police
o�cer’ (wijkagent); ’everyone is involved’; and ’risk abstraction’ have worked very well al-
ready in better explaining and discussing the framework, its concepts and the �ndings of the
interviews in the NS.
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Figure 12.1: Quality of Risk Processing Throughout the Organisation. The color of the
gradient-bar denotes the reported degree to which it is possible to trace decisions through
this part of the process in the NS, based on the interviews.

For example, decisions based on data high in the organisation, e.g. at department-
head level, can be clearly followed and understood by cluster-heads and the board but less
so by a security architect. The architect cannot ’see’ through the orange part, because the
abstracted form cannot be traced back to the underlying risk: clear documentation is lacking
in the orange part.
The bottom is yellow because here the risks have not been formalised into a risk register yet.
Therefore, it is still di�cult to trace, and any (implementation) decisions are made on an
informal level.
The gradient is also yellow at the top, simply because there is no layer above there: any
abstractions made by the board are for themselves, and are made by generalists without
particular expertise in cybersecurity. The strict abstraction-quality is probably somewhat
lower, but this does not matter because it is goal- and audience-oriented.

The e�ect of this is that decisions made from cluster level and up are di�cult to con-
cretely motivate to people at program/project level. This is undesirable, because it could
lead to frustration and ultimately professional dissociation.
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Part III

Way Forward
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Chapter 13

Recommendations for NS

This chapter gives a brief overview of recommendations for NS based on the case study.
These recommendations are broadly supported by the respondents of the interviews.

13.1 Redacted

In this version the recommendations for NS have been redacted to protect the interests of
Nederlandse Spoorwegen.

If you work at NS, contact Klaasjan Ooms-Geugies to request the version for internal
distribution: that version does contain this chapter.
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Chapter 14

Implementing SOTDLC Into a
Project

This chapter gives a �rst draft of a more compressed version of the framework, which could
be used for developing (future) policy.

14.1 Does this framework apply to my project? - Decision Tree

Figure 14.1: Decision tree: does this framework apply to my project?

This framework is directed at OT innovation projects that really develop new technology.
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For more information, see chapter 8. Such projects are typically larger projects, spanning
over more than a single year, and with multiple distinct phases of maturity.

Figure 14.1 shows the basic questions you have to ask to decide what kind of approach to
take.

14.2 Overview of the Cybersecurity Process

The Secure Operational Technology Development LifeCycle (SOTDLC), aims to guide the
security process in relation to an OT innovation project. The framework is based on, and
goes hand-in-hand with the IEC62443 standard [9]. The process is explained through two
tools:

The risk Equation Describes technical processes for assessing and accepting risk. In the end
this leads to risk classi�cation and requirements. This segment is focussed on security specialists
working with or in innovative projects.

Figure 14.2: Risk Equation

The core procedures in the equation are in chronological order:

1. Risk-acceptance analysis, determining what kind of impact is and is not acceptable given
business objectives and vision.

2. Threat assessment, where an inventory is made of the risks (risk-register) based on attacker-
properties and the SuD.

3. Requirements De�nition. After risk-abstraction (i.e. classi�cation and prioritisation), un-
acceptable risks are mitigated through (requirements for) security controls, in order of
priority.

Process Model Describing which steps must be taken throughout the project to keep up
with security. Organisational needs are the basis for this, such that security is proportional
and e�ective. The process also gives guidance on social interaction and responsibilities in the
team. This segment is focussed on management working with or in innovative projects.

14.2.1 Timeline

The project is de�ned in chronological order in this policy; starting with formation of a team
and roles, and ending with deployment.
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Funnel (Ch. 8.2.2) Phase Security (SOTDLC)

Concept Evaluation 0 Organisational Aspects

Planning & Speci�cation 1 Baseline

Design & Experimentation 2
Cruising

Test & evaluation 3

Pilot 4 Transition

Implementation & Roll-out 5

Maintenance 6 Discovery

Table 14.1: Timeline of the project

The main idea in this project model, is that security grows along with the goals of the
project: moving from reactive security to preventive. Early in the project, innovation needs
more freedom. Later, as value and risk to the business increase, security is expanded, until
it reaches production-level. The nature of security also changes throughout the phases, as
shown in table 14.2.

Project
phase

Focus Dominating Value / Security Target

0 CS Organisational facilities and operations: starting up the project and gath-
ering existing documentation about CS

1 CS Preventative wrt CS; Con�dentiality of knowledge

2 CS Preventative and Resilience wrt CS; Resilience wrt SuD; safety-driven

3 SuD Resilience for whole SuC; Adding preventative measures for SuD

4 SuD Reinforcing preventative measures for SuD to improve availability

5 SuC Availability (reliability) for SuC

6 SuC Discovery of new misuse or attack scenarios; monitoring; and adaptation

Table 14.2: Value related to project phases

14.3 Security Phase 0: Organisational Aspects

This phase is all about getting prepared. As manager, now is the time to contact a relevant
Information Security O�cer (ISO), who can help you get started.

Security is cheaper and better if it is done as early as possible. This means involving
security specialists from the �rst moments a project is started.

After involving the right people, these specialists will start to assess the impact of the new
system on its context. They will ask questions about the objectives of the project, what would
be potential problems and the time-line of the project.
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14.3.1 The team

The following roles are likely to occur in a project. For each, their responsibilities and needs
are listed.

Project Manager / product owner This person is responsible for decisions in the project.
This includes cybersecurity. Business-specialists do not have su�cient knowledge to make
decisions or set requirements by themselves; specialists are thus needed. Given the com-
plexity of OT innovations, and the impact on other systems, multiple security specialists will
likely be required. The coordination of this, is overseen by the security coach.

It is important to realise that everyone is involved in security: it is not just a thing for
specialists. This means that everyone in the team will need to be aware of their responsibilities
in this regard. It is important that the project manager is aware of the exact implications of
this, and that they express this to the team as well.

Examples of things that everyone will need to do:

1. Use secure (company) devices (e.g. laptops) and software (e.g. mail)

2. Have open discussions about security: ask for explanation if security is annoying, but
also notify the security coach with concerns.

3. Design systems with security in mind (security-by-design)

Business and management should be aware of problems related to risk-abstraction. Shortly
put, this concerns a loss of accuracy due to the categorisation of risks, for example through a
risk-matrix. Security risk matrices, and other risk-classi�cation tools are not su�ciently ma-
ture yet: this means that very serious risks sometimes score low in the classi�cations, whereas
low risks may sometimes be scored very high. Therefore, when making important decisions
about risk acceptance or security strategy, it is also important to listen to specialist apprecia-
tions of the risk-registers.

(See ch. 12.4.2)

Security Coach This person is central to the cybersecurity process in the �rst line. The
security is also called the (friendly) neighborhood police(wo)man (wijkagent in Dutch) Re-
sponsibilities include:

• Connecting the right people with the project

• Supplying technical security knowledge to team-members (e.g. engineers, architects,
management)

• Observing state-of-a�airs for security in the project, and reporting it back to ISO (2nd
line)

• Raising awareness in the team about security, and explaining design choices wrt security

• Serving as a visible point-of-contact for team-members if they have questions, com-
ments, or feedback

• Making Risk-assessments, and ensuring risk-registration
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Every project under this policy must involve a security coach. This does not have to be
full-time, depending on the size and scope of the project.

Beware con�icts of interest: if the security coach is involved in de�ning requirements or
engineering, they will likely encounter con�icts-of-interest between having adequate security
and protecting the interests of the project. Preferably, the security coach is not in the lead for
such a process. Furthermore, it is advised to actively discuss this issue among each other, to
prevent unwanted pressure on this person and to ensure the accuracy of security-assessments.

(See ch. 12.4 and 12.5)

Security Engineer Is responsible for de�ning technical requirements in terms of security,
and ensuring proper implementation of security controls.

This role is sometimes combined with the security architect or -coach.

Solution-Architect Security Is responsible for a security solution-architecture (describing
e.g. zoning, information �ows). This includes functional requirements for security.

This role is sometimes combined with the security engineer or -coach.

Enterprise Architect Security Makes a reference-architecture for security that can be used
for the solution-architecture. The enterprise architect works on many projects and looks at
the bigger picture. They can give advice based on experience in other projects.

Information Security O�cer This person is responsible for overseeing a portfolio of projects
from the second line of defence. The ISO will make sure that all projects adhere to company-
policy. They do so through documentation and discussions with the security-coach. The ISO
will also feed back the state-of-a�airs to upper management and senior ISO’s or the CISO.

If the risks in the project become too great or if the project is no longer compliant with
laws or, the ISO will also try to de-escalate this behaviour directly, through discussions with
the project-manager and cluster- or department management. The ISO will make sure that
organisational goals are met.

Other specialists; Safety, Reliability, Maintenance There will be overlap between some of
the other aspects and security. Management should make a plan on who is in the lead with
risks or issues that concern multiple specialisms. Especially safety is likely to require such
cooperation in OT.

14.3.2 Pre-requisites

After building a team, the security coach needs to build a picture of the systems that already
exist (Contextual systems, CS), and which the new system (System under Development, SuD) will
attach to. Together the CS and SuD form the System under Consideration SuC. In this phase 0,
the security coach will gather all the necessary documentation, and contact necessary people:
this organisational preparation is required for phase 1 (Baseline), where all the knowledge is
combined into a risk-assessment for the CS.

The security coach needs the following:

• Previous risk-assessments and design/decision-documentation for the CS

• Business Impact Analyses related to CS, and if available for the SuC
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• Incident response plans for CS; contact details of people responsible for handling in-
cidents

• Project structure details for the innovation project itself: which phases; project goals;
team members

• Details about previous incidents and lessons learned with the CS and similar systems:
threat intelligence

If any of the above are missing, the security coach will need to make them: this requires
extra time and manpower ahead of the project. Management should expect and facilitate
this.

14.3.3 Understanding Risk Acceptance

Ahead of the project, the business will need to decide what risk-acceptance strategy they will
use. The security coach can give guidance to a risk-acceptance de�nition session based on ta-
ble 14.2. It is important to start this before actual risks are discussed, because risk-acceptance-
escalation is a common psychological pitfall. Business should give a clear boundary of what
is, and what is not acceptable for business impact.

This process starts with taking the BIA (business impact analysis) for the CS. Business
should already have a general idea of its objectives for the project. Based on this, a rudi-
mentary value-driven BIA can be made for the project, which forms the basis of an explicit
risk-acceptance boundary. This boundary shows technicians which consequences are and are
not acceptable, along with documented example-cases and a short motivation.

(See chapter 6)

14.4 Security Phase 1: Baseline

The goal of this phase is to make sure that the CS and existing value-creation remain pro-
tected during the developments. This means that attackers cannot use insecure prototypes to
attack other systems.

The second goal of this phase is to make sure that the knowledge produced by the research
and development is protected. For example industrial espionage, or preparation for sabotage
should be considered.

Both of these topics include concerns about third parties, e.g. suppliers, and which knowl-
edge or system details they may see.

Finally, this phase looks ahead to experimentation in the next phase. Preparations are
made to deal with these experiments. This includes incident response procedures and safety-
considerations.

14.4.1 Understanding Risk

Here an initial risk assessment is made. All the information gathered so far is combined with
a rough initial system-architecture. The risk-equation guides this process.

This risk-assessment is weighed against the risk-acceptance agreements: this leads to an
initial set of security controls. These controls will at this stage focus on keeping attackers away
from the CS and on incident management for the SuD.

(See chapter 5)
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14.4.2 Incident management & Resilience

The SuD prototypes themselves have little value for the business at this point: most of the
value is concentrated in the knowledge about them. This is re�ected in the way security deals
with the whole SuC.

To make sure that innovation can keep going, the goal is to reduce the lasting impact of
successful attacks. This is partly done through easy, basic preventive measures, but mostly
through strong incident management capabilities.

See chapters 7.3.3 and 9.5.2.

14.4.3 Transition: inter-phasal review

Before the project can start with experimentation (project phase 2), there should be an inter-
phasal security review. The ISO and optionally independent specialists should be involved
to check the status of the project.

• Are the right people involved?

• Are the remaining risks for the CS accepted? What are high priorities?

• Is the incident management functional and e�ective?

• Are security procedures and rules followed? Why (not)?

A security push may be necessary before continuation to the next phase, to bring security
to acceptable levels. A course-adjustment may also be used to redirect security e�orts in the
next phase.

See chapter 9.5.1.

14.5 Security Phase 2: Cruising

This phase is about keeping the security equation up-to-date with the project. This is done
through keeping an eye on architectural developments for the SuD, and by updating the
business impact analyses to re�ect the size and shape of prototypes.

As the prototypes grow, their value increases to the business and to targeting attackers.
This means that the focus of security shifts away from the CS, which should be well-protected
by now, towards the SuD itself. Previously, incident-management and resilience were used
to guarantee progress in innovation. Now security moves towards building walls around the
prototypes, to increase their stability and reliability.

(See ch. 9.3)

14.5.1 Updating Risk Assessment

The updates of the risk-assessment are primarily driven by the maturing system-architecture;
the level of integration of prototype components; and the degree of coupling between the
SuD and the CS.

This means that the security coach must regularly keep an eye on these things, and adjust
risk-registers accordingly.

(See ch. 9.3.3)



130 CHAPTER 14. IMPLEMENTING SOTDLC INTO A PROJECT

14.5.2 Prevention

As the SuD is expanded and development progresses, components that were initially devel-
oped independently are combined into a larger system. This means that the possibilities for
attackers expand dramatically.

Furthermore, the system will start performing more of the desired functions, meaning
that it will likely communicate more with CS. This increases the risk, since the attacker will
have more possible paths or tools to work with. To counter this, more preventative measures
for the SuD must be taken.

(See ch. 9.3.2)

14.5.3 De�ning Target-Architecture

Now that is is becoming clear what the �nal architecture of the system will be like, the security
coach should start looking ahead to this target-architecture. It has to be decided what the �nal
security architecture should look like.

Now that the �nal prototypes have not been fully implemented yet, changes can still rel-
atively easily be made to increase security: this security-by-design ensures cost-e�ectiveness
and e�ciency of security e�orts.

Looking at target-architecture also includes provisions for maintenance: for example key-
management; documentation; or patching should be planned.

(See ch. 12.6.3)

14.6 Security Phase 3: Transition

During the transition phase, the SuD is fully integrated into business processes. This means
that security of the SuC is brought up to its �nal form, both in prevention and resilience.

With respect to security, the transition means that the SOTDLC process is wrapped up
and that all documentation; the team; and processes are made to comply with common se-
curity standards (e.g. 62443 and 2700x). After the transition, these standards are used to
measure and maintain security.

(See ch. 9.4

14.6.1 Maintenance Processes

Since the SuD is new, it will likely have its own peculiarities in terms of security mainte-
nance. This is the moment to implement the maintenance; key-management; and patching
processes as they were de�ned in the previous phase.

(See ch. 9.4.2, )

14.6.2 Final Push

The �nal push is about �nishing up. This includes documentation, �nal security debugging,
and making sure that all incident-response, monitoring, and patching works.

14.6.3 Final Review

Before the system is ready for widespread use, there should be a comprehensive review of
system-security. At least this includes an independent review by the organisational auditing
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department, and preferably by an external party as well. This is also the time for extra pen-
tests and documentation reviews.

The topics for review are at least process execution; architecture threat models; Component level
threat models; and left-over concerns.

(See ch. 9.4.2 and 12.3)

14.7 Security Phase 4: Discovery

During the discovery phase, the main security processes and quality are managed based on
common standardisation, such as the 62443 standard. There are, however, some additional
concerns that stem from the innovative nature of the project.

It is important to keep an extra keen eye on the SuD, because it may be misused as a
weapon for secondary goals. Furthermore, there may be new ways of attacking the system
that are a consequence of its innovative nature. These e�ects are both more concerning than
implementing an established type of system, because it is less predictable.

It takes some time to get to know the system and the way it manifests itself in the big bad
world: to facilitate this process and to ensure caution, these topics are put into this explicit
phase, which can last for up to a few years after pilots with mature prototypes.

(See chapters 12.6.2 and 12.8.2)

14.7.1 Updating Risk Assessment & Security Patching

To deal with the increased uncertainty, more emphasis should be put on re-evaluation of risks
and the possibility of security patching. It is recommended to regularly schedule moments
of review after deployment, to make sure that risk-assessments are accurate and that controls
are su�cient.
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Chapter 15

Conclusion

With new times come new challenges: the need for new ways to deal with complex innova-
tions in OT have lead to the framework and policies proposed in this research. The SOT-
DLC gives a phased strategy that �ts large innovative projects. It provides a risk-assessment
method using the risk equation, which is suitable for use with complex OT systems in dynamic
environments, even if system architecture is still incomplete. The SOTDLC seeks alignment
with business objectives, and ensures proportionality of security to other aspects. Finally, it
gives guidance on the social constructs needed to make the security process a success.

The current approach to modelling R&D projects in standardisation does not match what
is done in practice. It does not work as desired in large innovations. Better models are
available and can be used to more accurately work with stakeholders throughout the phases
of a development project. The SOTDLC uses these models, making it suitable for use in
multi-phase innovation projects.

Besides aligning security with the rest of the project, the social process is also very impor-
tant. Simply deploying security sta� and having them write threat models and recommend
controls is insu�cient: a holistic approach is needed, where everyone is involved. This can
be achieved through clearer management using a critical systems thinking approach. The
security coach is the guide of this in projects: they facilitate education, awareness and clear
goals. Informal processes are important for technicians in projects: this allows them to move
quickly and e�ectively to really innovate. At the same time the security coach can guard the
quality and reliability of security solutions for prototypes.

Industry guidelines on threat-assessment are vague and non-speci�c. This can be im-
proved by taking a threat-intelligence approach based in criminology. The �rst step towards
this is supporting criminological research, and taking initiatives on sharing incident data both
inside and outside the organisation. Unfortunately, high-quality criminological support for
cybersecurity is not a reality yet, but the SOTDLC is future-proof by showing how it can
seamlessly be �t into the process. It gives an overview of what kinds of criminological sup-
port could be useful for risk-assessments.

This thesis provides a pragmatic and holistic framework for reasoning about OT secu-
rity in research and development. The resulting policy gives guidance to all stakeholders,
including those without a technical background. The framework uses an extensive basis in
literature, combining insights in multiple �elds and numerous specialities into a single, com-
plete framework.

Not only does the framework �nd support in literature, an extensive qualitative study with
18 respondents has shown that professionals from many di�erent backgrounds support this

133
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framework and its main ideas. The SOTDLC addresses shortcomings in current approaches,
strengthening the precision and e�ectiveness of risk-assessment and -treatment. Moreover,
it does so without disrupting established processes, principles or practices. This paves the
way for implementation in organisational policy for NS and in industry.

15.1 Further Research

Despite the many aspects that the SOTDLC covers, there are quite a few open questions left
where the framework can be improved.

15.1.1 External Alignment

This research has mostly looked at literature that is directly relevant for development pro-
cesses or risk assessments. It has given less attention to other processes within an (OT ori-
ented) organisation, that may be relevant.

Such alignment can, for example, be sought by making:

• secure engineering practices for OT in general;

• lists of common mistakes similar to the OWASP top 10;

• collaborations with related �elds such as physical security and safety; or

• the relationship between project-level security processes and organisational policy such
as the CSMS.

CSMS This research has taken the stance that project- and operational-level security policy
should be designed with precedence over the CSMS, because this is where value is produced
for the organisation.

This does not degrade the importance of the CSMS, nor the ability of high-level manage-
ment to override project-level decisions. Nonetheless, the organisational policy and CSMS
should be designed with the �exibility in mind, that is required for the success of projects.

It should not be forgotten that it is the operational level of the organisation whose task it
is to generate value; the rest of the business enables this.

15.1.2 Methodical Variation

This research has tried to include perspectives from business, IT, OT, criminology, and more;
but there are other angles that may yield valuable insights into how organisations should deal
with SOTDLC-like processes, and organisational security structure.

An example is using applied mathematics (e.g. game theory) to make quantitative mod-
els. This would make the framework more robust. Here �elds such as operations research
seem relevant.

15.1.3 Additions

During the interviews two security-related methods were named that were not taken into
account for the �rst framework. There may be more (proprietary) methods that are relevant;
these could be added to the research to make the review more complete.
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IRAM2 is a proprietary risk assessment method that has a bigger focus on business objec-
tives and �tting security into this. This seems like a better, more rounded approach than what
has been analysed for this thesis. It is thus worth checking out and adding to the literature,
but unfortunately it is not public. A starting point for looking into this could be Dehkhoda’s
thesis [96].

SABSA (Sherwood Applied Business Security Architecture [97]) is a method for develop-
ing both enterprise and solution architectures for security. In general, the framework is light
on an architecture perspective. It may improve the applicability of the framework to include
a review of architecture methods in general.

15.1.4 Incident Response

Incident response approaches speci�c for OT innovation contexts (based on respondent 15
and 2). These should be integrated into the SOTDLC, and adjusted to its unique objectives.

15.1.5 Sector-speci�c Application

Sector-speci�c (e.g. Rail-speci�c) literature may have a di�erent perspective on the theoret-
ical framework and addresses many practical matters that are left out of general standards
for generalisation purposes. By comparing this literature to the �ndings in the theoretical
framework, its applicability and feasibility could be further reinforced.

These are some examples of standards that could be used:

• ISO/IEC/IEEE 15288 Systems and software engineering — System life cycle pro-
cesses [98]

• CLC/TS 50701 Railway applications - Cybersecurity [99]

• EN 50126 Railway Applications. The Speci�cation and Demonstration of Reliability,
Availability, Maintainability and Safety (RAMS) Generic RAMS Process [100]. This
can be applied in security- and classifcation models, such as in Appendix A.

• Project SECRET for European Rail Tra�c Management System (ERTMS) [101]

• Project Shift2Rail [102]

• Guidelines for cybersecurity in Railway (International Union of Railways) [103]

• Railway Cybersecurity - Good Practices in Cyber Risk Management (ENISA) [104]

• Zoning and Conduits for Railways (ENISA and ER-ISAC) [105]

• Cordis project, cybersecurity in the railway

15.1.6 Criminology

This topic has been discussed extensively in this report and in the interviews. There are
many sub-�elds of cyber-criminology that are of great interest to cybersecurity, especially in
the dynamic and groundbreaking environment of research and development. There is a big
need for cyer-criminological research of all kinds.
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It is hoped that companies interested in cybersecurity will increase their investment and
e�orts in this regard, employing criminologists, and opening up research and internship po-
sitions directed at cyber-crimninology.
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Appendix A

Security Models - In-depth discussion

Traditionally, security models are used to discuss value and related security goals in the con-
text of assets. This chapter features an in-depth discussion of some security models. It is
sought to understand the function and thus e�ectiveness of these models in various applica-
tions.

Although this thesis is adapting existing techniques to the dynamic innovation environ-
ment, the security models are relevant: these models are not software-bound by de�nition
and can thus be used as they are, without modi�cations, in most �elds including OT. What
remains is a question of e�ectiveness: this is answered by looking at the function and role of
the security model in the threat-assessment process.

Throughout the security models, it becomes clear that there is a desire to better model
security. We hope to help in this discussion by combining some of the fundamental views on
value of assets, and by putting this security model into perspective in the security equation
for the SOTDLC.

Functions of a security model Although the security model is primarily meant to assess
value in relation to assets, it must be recognised that these models are also often used very
e�ectively

• in raising awareness and education of security;

• expand the notion of merely assessing value by also looking outward to mitigation
strategies; and

• risk classi�cation.

Proposed model Overall value of assets is accurately modelled using the following three
dimensions:

1. CIA, which models value in terms of security properties;

2. Storage, transmission, and processing, describing the stages in which the information and
its value can manifest itself; and

3. Unrealised, Ongoing, Contained, describing the temporal phases for violations to value.

This new model addresses and improves shortcomings of existing systems, while main-
taining the implicit trend towards a more general value model. The disadvantage of this
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model is that it is more complex and less intuitive. For this reason, this method is unlikely
to be suitable for introductory awareness courses. Nonetheless, such a more complex value
model seems to be necessary to deal with the similarly complicated nature of the SOTDLC.
Furthermore, the security equation is thought to be able to perform this duty.

A.1 Traditional CIA

The CIA model (Con�dentiality; Integrity; Availability) [15, Ch. 1.1] describes primary se-
curity properties for assets. If these properties are breached by an attacker, the asset is con-
sidered compromised. This model is however debated for its completeness, as not all types
of attacks nor all security-values to an asset strictly fall within the boundaries of CIA. The ad-
vantage of taking this basic strategy, is its applicability to both soft- and hardware. Nonethe-
less, some the extensions of CIA have been developed speci�cally with software in mind.
Therefore, particular care must be taken when analysing problems that are very speci�c to
hardware.

A.2 CIA-UAA

The CIA-UAA model [106, 107], adds three basic principles:

• User accountability The person or entity accessing certain information is reliably logged
and can therewith be held accountable for this access in case of an audit.

• Authentication Only authorised users should be able to access speci�c data.

• Audit The system should keep logs of security-relevant events. These logs can then be
audited and used to trace certain data events.

This model essentially adds a layer of access control and logging. This is captured in what
ostensibly are basic properties. This model is however subject to the criticism that access
control and logging are part of a correct implementation of the original CIA principles.

• User accountability �ts into con�dentiality and integrity, and considers what happens if
these properties are broken: who should be held accountable? This implicitly expresses
the need for some framework to deal with risks through time: what happens if the
manifestation of a risk was not prevented, and it happened? More on this in section
A.5.

• Authentication is a security control: it enforces accountability through forcible controls.
Authentication is really not a property of information or architecture, rather a security
control applied to distinguish attackers from legitimate users when they may impact
one of the CIA properties of one or more assets.

• Audit, in the sense of logging, is an implementation of a control for accountability.

Although UAA is not really a useful fundamental addition, it is good to note that correct
application of access control and logging are imperative to a mature security implementation.
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A.3 Stride

STRIDE [75, 74] (Spoo�ng, Tampering, Repudiation, Information disclosure, Denial of
service, Elevation of privilege) is the default system used by the NS. This model is used to
categorise threats by attacker goals. STRIDE extends the traditional CIA model, by adding
three additional principles (table A.1) (similar to CIA-UAA, see above). By giving a more
complete overview of security properties for assets, the model aids in �nding such vulnera-
bilities.

Spoo�ng S Authentication

Tampering T Integrity

Repudiation R Non-Repudiation

Information disclosure I Con�dentiality

Denial of Service D Availability

Elevation of privilege E Exploitation

Table A.1: Security Principles of STRIDE (CIA-ANE)

STRIDE is commonly seen as threat modeling technique; it is however more closely
related to the above security models. More accurately, it is a strategy towards adhering to
such a model: a classi�cation method. Microsoft, the author of the STRIDE model, has
documented the intended usage of the STRIDE model [76]: they recommend categorising
the threats after listing them.

STRIDE’s dangers are similar to those of the engineering-approaches to attacker models
in ch. 5.3.1: they lead to survivorship bias. STRIDE uses known, commonly successful,
attacks to determine likely areas of interest. It does not, however, give any insight into what
exactly made other attacks unsuccessful. Those things that are actually e�ective at stopping
attacks are thus (to some degree) excluded from consideration, while these are the most in-
teresting things to apply elsewhere to prevent other attacks. Therefore, the usage of STRIDE
is discouraged, since it gives a false sense of security, more so than the other techniques dis-
cussed in this chapter.

A.3.1 Additions to CIA

STRIDE essentially adds the Authentication, non-Repudiation, and Exploitation. For each
of these we look at their added value critically:

• Authentication is an implementation of a security control. This was also described
for CIA-UAA in ch. A.2: Authentication is really not a property of information or
architecture, rather a security control applied to distinguish attackers from legitimate
users when they may impact one of the CIA properties of one or more assets.

• Repudiation is a generalisation of audit in CIA-UAA (ch. A.2). Here too, it is a mani-
festation of the need for looking at threats in a broader sense. (see CIA-R in ch. A.5).

• Exploitation, in elevation of privilege, really comes down to whether or not security
mechanisms are considered assets with their own CIA properties. If security is seen as
part of the system, which also needs its own appropriate countermeasures, the need to
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secure against elevation of privilege arises as well because this impacts the integrity or
con�dentiality of a security control.

A.3.2 Checklist Behaviour

In development stages, STRIDE introduces a risk towards the threat assessment process: in
practice, it is easy for security testers and developers to quickly glance over their application
and then select one or two examples for each STRIDE attack category. The resulting threat
assessment is by no means exhaustive, thus providing a false sense of security. The bene�t of
the categorisation of the attacks (over simple CIA) in this way, therewith does not outweigh
the false sense of security. To make the STRIDE model e�ective, it could be used from an
asset perspective similar to the security models above. A listing of assets is a prerequisite for
such a STRIDE model, as this allows for a thorough review of the six security properties for
every asset.

A.4 McCumber Cube

McCumber states the following about his model [48, p. 328]:

"This model not only addresses the threat, it functions as an assessment, systems
development, and evaluation tool. (...) Its application is universal and is not
constrained by organizational di�erences."

McCumber [48, 49] argues that systems and their data-assets can be very abstract. This
inherently makes it di�cult to reason about properties of these assets. Furthermore, these
assets do not only just exist (storage), but they are transmitted to other parts of the system
(transmission) and processed by programs or hardware (processing). As an attacker, the often
overlooked transmission and processing states are also interesting and thus a target. From
that it follows that the security principles de�ned for the system should also be applied to
these states.

The application of the CIA-triad on the three data-asset states can be done in three do-
mains:

1. Technology (actual security measures in both soft- and hardware);

2. Policy and Practice: security should be expressed in policies which clearly describe and
outline strategies to mitigate risks surrounding assets. McCumber uses the example
of data multiplication as a security-breach which is e�ectively prevented by clear and
enforced policy.;

3. Education, Training and Awareness if one is not actually aware of a thing called ’security’,
it cannot e�ectively be applied.

McCumber describes the usage of the model as follows:

"The model has several signi�cant applications. Initially, the two-dimensional
matrix is used to identify information states and system vulnerabilities. Then,
the three layers of security measures can be employed to minimize these vulner-
abilities based on a knowledge of the threat to the information asset."



A.4. MCCUMBER CUBE 153

Figure A.1: McCumber Cube [48, p. 334 - Figure 1]

Overall this model gives an abstract approach to security, applicable to many contexts.
Although the model has a very generalised approach, it is nonetheless on point and applicable
in modern and diverse applications as seen OT.

A.4.1 Value and Assets

The McCumber cube is not really a security model anymore, but more of a full security
methodology: it is not meant to be just a security model. To simplify the discussion, we
therefore only look at two of the three dimensions, the CIA-triad in the three information
states (storage, transmission, and processing).

McCumber adds a very interesting dimension to the story. He recognises that informa-
tion, whatever that may be, is dynamic: it is moved around and used. Not only could the
security goals (CIA) vary between these information states, but the security controls could
vary too. Fundamentally this changes the game, because the system is no longer viewed as
standalone assets, but as assets with one or multiple functions with relation to the information.
For example a data-bus could be considered from the perspective of transmission, whereas
the devices connected to it are parsing and thus processing and possibly storing (e.g.) the
information (or meta-data thereof) sent on the bus. This gives more mental-tools to the
engineer to reason about the system.
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A.5 CIA-R

The security models discussed so far, do not completely cover the extent value may have.
Time tends to play a role as well: some systems can be o�ine for weeks before there is
a signi�cant impact on the business, whereas other systems are concerning in any case of
misbehaviour. This is especially the case in OT. Value here, is not de�nitively lost, if the
security properties pertaining to the value of the asset are lost for a limited amount of time.
The CIA-R model by Conklin [108] provides some structure to this idea.

Conklin [108] considers the needs for OT speci�cally, and �nds several unique challenges
to OT that distinguish it from IT. Ultimately, security is an aspect that should be in alignment
with existing business objectives, safety and compliance.

Conklin de�nes four objectives with respect to risk to protect value [108, ch. 5]:

1. Prevention of risk realisation;

2. Sustenance of services when a risk is realised;

3. Recovery from realised risks, including minimisation of consequences to the organisa-
tion (if the organisation is severely damaged by the consequences, its ability to recover
is also compromised); and

4. Optimisation of cost and system e�ectiveness by optimising prevention, sustenance and
recovery.

It could be said that in essence, Conklin considers three stages in which a risk could man-
ifest itself through time:

1. Unrealised: the risk is still only theoretical, the event has not occurred.

2. Ongoing: the risk has (partially) occurred and is in the process of producing conse-
quences, where the consequences can be new risks or directly negative e�ects for the
organisation.

3. Contained: the risk realisation has been contained and no additional consequences are
developing. The consequences that have already occurred are being dealt with on their
own.

This approach does not necessarily mean that the system can be brought back to its orig-
inal state, even if the threat is contained. For example, if con�dentiality has been broken,
this cannot be undone; but the negative consequences of this to the company can be limited.
This also addresses some of the concerns voiced in previous sections: the need for remedies
against attackers. Sustenance and recovery involve the management of existing impact and
the prevention of further consequences: this could also (partially) be achieved by catching the
perpetrator. Controls such as logging, access control and monitoring could be implemented
(before the incident) to aid in the sustenance and recovery phases. Especially if the impact of
a risk is low, and prevention is di�cult, it may be more cost-e�ective to focus on sustenance
or recovery.

By looking at risks in this multi-stage manner, security controls can be �ne-tuned to deal
with the risk in the most (cost-)e�ective manner and stage. Consequently, it is more feasible
to �nd appropriate countermeasures that �t into existing OT constraints. On a side-note,
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Conklin develops this model purely from the business-objectives perspective of OT, but the
consideration of risk-manifestation stages could be quite useful for complex IT environments
as well.

A.6 Riahi-model

Riahi et al. [47] describe a complex model to look at security properties of IOT. This ap-
proach is very di�erent from the CIA security model, in describing the asset in context to
the user/person, process and technological ecosystem. This approach is a more holistic ap-
proach, similar to the one developed in this research. This model shows the relationships
between each of the nodes [47, Figure 1] and lists the formal techniques that existed in 2013
to deal with modelling these relationships. Riahi et al. describe the many areas that are still
in need of more research.

The complicated and incomplete nature of this model, make it unsuitable for application
in industry at this time. Nonetheless, it provides a very interesting di�erent view on security,
through formal methods. Note that we did not look into continuations of this research or
more recent overviews of this area, so more recent work may very well exist.

A.7 Concerns

The way the above models are de�ned raises some concerns.

A.7.1 About Mitigation in Security Models

It is tempting to assess risk and immediately jump ahead and suggest important countermea-
sures at the same time. We see this in STRIDE, through authentication, repudiation and ex-
ploitation; in the UAA of CIA-UAA; and in one of the three dimensions of the McCumber-
cube. Nonetheless, this is counterproductive when looking at the system at design-time,
because it re�ects only the perspective of security, and none other.

Sure, when a system already exists and security is implemented retroactively, it is good to
think in terms of the system architecture holistically and to suggest a broad security approach
based on possible attack vectors. This is what such security models are great at: security en-
gineers who need only suggest countermeasures to make a system secure, need only consider
basic approaches to countermeasures. Such an approach is, however, likely to be perceived as
hostile and a burden by others. Those who have worked very hard on making a system work,
have to change it all because of some security rules that are imposed on them, without any
regard for the choices they have made. Furthermore, the countermeasures are likely to be
disproportionate to the actual threat, and ine�cient because the context and actual expected
threat level is not yet known.

At design-time, however, the architecture is neither complete nor documented: only de-
signers and engineers who are intricately aware of the subtleties of design-choices could know
what appropriate countermeasures are, as the system evolves. These engineers cannot solely
consider the SuD, but also have to take into account CS and business goals. Consequently,
the interests they have to balance are much more complex than simply assuming CIA security
goals and applying default countermeasures. Here, security has to be considered in context,
and has to be weighed appropriately and kneaded with the other ingredients of the system.
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This is exactly what the security equation is about. This approach is about developing a thor-
ough understanding of the business-objectives, and applying these proportionally in every
facet of the project and for each risk throughout time.

Because of this, it is argued that the security model should refrain from suggesting coun-
termeasures. Countermeasures are proposed only after other interests have been considered
by people who understand what is at stake.

A.7.2 Awareness and Education

Acronyms such as CIA and STRIDE are easily remembered by and explained to beginners in
security. This makes it easier to explain the necessity for security in less technical terms. This
is a great start! The danger is, however, that those who have had such training start to apply
it to their projects and think they are done. Awareness of risks and unstructured deployment
of countermeasures are unlikely to be e�ective, and prove to be so in practice. In the end, we
have achieved nothing or even worse, because the system remains insecure and meanwhile
the waters have been troubled because stakeholders are wrongly under the impression that
the system has been secured adequately.

A better approach for management and business-specialists would be to use a concept
that is still easy to understand and remember, which does justice to project structure and
business-objectives. For example, the risk-equation: risk and business-objectives are already
well-understood concepts by business-specialists and managers.

Engineers and architects must be more intricately aware of the implications of security
in their implementations. This means that they must understand what kinds of controls are
available, and how they impact CIA. Engineers and architects know how to build systems
that comply with the goals set out by business. They should be trained in recognising which
information should remain C, I or A, and what could generally be done to ensure this. They
should look further as well: security components and countermeasures become new assets in
their own right with associated information. This must be assessed and treated as well. For
example, when a data connection is encrypted, new assets are the encryption processor/pro-
gram and keys. Assuming the encryption is suitable for the task, encryption programs must
maintain integrity and possibly availability (depending on the data), and keys must remain
con�dential and should be replaceable for resiliency. In summary, the understanding of en-
gineers should go much deeper than simply the security model: they are at the forefront of
securing the system, and doing so (cost-)e�ectively.

A.8 Conclusion: Time-Adjusted McCumber

Various security models for describing valuable properties of assets have been proposed, typ-
ically focussed on software. The general consensus is that Con�dentiality, Integrity and Avail-
ability (CIA) are the core properties that must be protected. Based on the available models,
it is concluded that none of them currently give a complete overview of the relevant consid-
erations. Therefore they are combined into a new system, with high regard for the expressed
concerns. Overall value of assets is accurately modelled using the following three dimensions:

1. CIA, which models value in terms of security properties;

2. Storage, transmission, and processing, describing the stages in which the information and
its value can manifest itself; and
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3. Unrealised, Ongoing, Contained, describing the temporal phases for violations to value.

This new model, Time-Adjusted McCumber, addresses and improves shortcomings of exist-
ing systems, while maintaining the implicit trend towards a more general value model. Such
a more detailed value model seems to be necessary to deal with the more complicated nature
of the SOTDLC.
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Appendix B

Overview of International
Developments

For those interested in further reading, I have included some links to public sources (based
on NS internal document called "ATO ontwikkelingen om ons heen"):

https://www.spoorpro.nl/innovatie/2021/04/23/video-interoperabiliteit-
van-ato-over-etcs-met-succes-getest-in-engeland/
https://www.linkedin.com/pulse/introduction-mainline-automatic-train-
operation-bastian-simoni/
https://www.railwaypro.com/wp/philippines-invites-japanese-suppliers-for-
nscr-tender/
https://www.globalrailwayreview.com/news/123711/france-autonomous-regional-
train-testing/
https://www.sciencedirect.com/book/9780128228302/unmanned-driving-systems-
for-smart-trains#book-description
https://www.uic.org/com/enews/article/autonomous-technologies-in-rail-
discussed-at-a-successful-dedicated-webinar?page=modal_enews
https://www.spoorpro.nl/innovatie/2021/06/22/stadler-rondt-test-met-ato-af-
op-zwitsers-spoor/
https://www.railway-technology.com/news/alstom-germany-s-bahn-trains/
https://projects.shift2rail.org/download.aspx?id=f3f711e9-79c0-4560-826a-
f6652b45529f
https://www.railtech.com/rolling-stock/2021/07/01/first-regional-trains-
with-ato-to-be-in-service-in-luxembourg-by-end-of-2021/?gdpr=accept
https://www.spoorpro.nl/spoorbouw/2021/02/22/rusland-zet-dit-jaar-eerste-
autonome-reizigerstrein-in-op-reguliere-dienstregeling/
https://www.railjournal.com/regions/asia/jr-east-to-introduce-ato-on-the-
joban-line-next-month/
https://www.railjournal.com/technology/sncf-and-db-sign-new-digital-
cooperation-agreement/
https://www.sciencedirect.com/science/article/abs/pii/S0263224121002529
https://www.prnewswire.com/news-releases/lilee-systems-announces-saferail-
the-first-hi-rail-collision-avoidance-system-on-the-market-301249107.html
https://railway-news.com/siemens-mobility-wins-sydney-rail-modernisation-
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https://railway-news.com/siemens-mobility-wins-sydney-rail-modernisation-contracts/
https://railway-news.com/siemens-mobility-wins-sydney-rail-modernisation-contracts/
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contracts/
https://www.railjournal.com/in_depth/unlocking-network-capacity
https://www.railjournal.com/technology/autonomous-technologies-for-rail-on-
test-in-toronto/
https://www.youtube.com/watch?v=5vzoMk4Sjo4
https://www.transport.nsw.gov.au/projects/current-projects/digital-systems-
program
https://www.spoorpro.nl/spoorbouw/2021/03/31/liveblog-railtech-europe-dag-2-
ertms-ato-en-duurzaamheid/
https://www.spoorpro.nl/innovatie/2020/11/05/consortium-voor-ontwikkeling-
communicatiesysteem-frmcs-officieel-van-start/
https://www.globalrailwayreview.com/news/112804/5grail-project-frmcs-
officially-launched/
https://www.railjournal.com/signalling/jr-east-to-trial-ato-and-5g-on-
joetsu-shinkansen/
https://www.railtech.com/infrastructure/2020/11/12/project-launched-to-
improve-exact-train-position/
https://www.mckinsey.com/featured-insights/europe/digitizing-europes-
railways-a-call-to-action
https://www.youtube.com/watch?v=gTYocE6jDHk
https://www.spoorpro.nl/innovatie/2020/11/26/twee-nieuwe-ato-onderzoeken-
van-start-in-duitsland/
https://www.railjournal.com/technology/german-mainline-ato-research-to-
identify-safety-parameters/
https://www.globalrailwayreview.com/news/115920/sncf-semi-autonomous-train-
french-rail-network/
https://www.railtech.com/digitalisation/2021/01/14/germany-200-million-
state-aid-to-promote-ertms-and-ato/
https://www.tno.nl/nl/over-tno/nieuws/2021/1/ato-ontwikkelingen-mogelijkhede
n-automatische-treinbesturing/
https://www.railjournal.com/infrastructure/alstom-awarded-delhi-meerut-rrts-
signalling-contract/
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Criminological Pointers

Unfortunately, we did not have time to give a more in-depth review of criminological re-
search. Nonetheless, here is a list of sources that we read which seemed useful in this context:
https://ieeexplore.ieee.org/abstract/document/6149195?casa_token=z5rrJpSgAhQ
AAAAA:ZxRpPyxmd1RLZBNOSYuINSATdv1kN5g8KiitaP-zkkaI8jlaZmaE4DygtsnazIURnWwtq
3j4OCXDGts
https://www.emerald.com/insight/content/doi/10.1108/13685201211266015/full/h
tml?casa_token=FIpepBQLn9kAAAAA:dr4XE8x69dy5CalJ72o6zN_-c-ril35wJJ9cVc8GTRhf
yr4UxFQAEIiYedtGEDVImerT5Fd7r3GdPtrprOxUS3NcGCZQMMJTOIsGqna1xwfuTCLN3k3dmg
https://link.springer.com/chapter/10.1007/978-3-319-68711-7_22
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D.1 Interview 1: Free Exploration of Ideas and Perspective

The objective of this interview is observing the opinion of interviewee. The interviewee
is encouraged to describe their point of view from the perspective of their own expertise,
without in�uences from literature. The ideas of the interviewee are challenged and discussed
in such a way that the strongest possible variant of them is the outcome. The interviewer will
try to address inconsistencies and pitfalls in a positive attempt to legitimise the ideas of the
interviewee. The interviewer will also attempt to prevent bias towards the framework.

In the second interview, the resulting models are compared to the framework result of
this research.

Hereafter follows the outline of the interview. This layout is also used to make notes
during the interview itself.

D.1.1 Introduction (5 minutes)

1. Date & time: - - 2022, Start: : End: :

2. Location/room:

3. Respondent No:

4. Interviewer name: David Vonk

Interviewee

5. Name:

6. Department:

7. Job Desc:

8. Years experience:

9. Prior knowledge about SOTDLC framework? #No #Heard about it #In depth:

Privacy

Note that audio of this interview is preferably recorded. Besides audio recording, the inter-
viewer will be making notes throughout the interview. The recording will not be published,
but summaries of the interview would be.

10. Is it okay to continue recording audio throughout the interview? #Yes #No

Are you okay with publication of... (You can reconsider later if you want)
11a. ... your name? #Yes #No #Maybe

11b. ... your job title? #Yes #No #Maybe

11c. ... your department? #Yes #No #Maybe

11d. ... years experience? #Yes #No #Only approximate #Maybe
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D.1.2 Security and Quality (20 minutes)

De�nition: quality is everything that does not directly contribute to producing value in and
of itself. Quality can improve value production or prevent risk to it. Examples of quality as-
pects are legal, management, compliance, safety, security, reliability, environmental impact,
etcetera. We use quality in this interview over security, because it is more abstract and more
palatable for people from other specialties, and believed to be analogous in procedure.

12. How should it be determined what level of security (i.e. quality) the SuD should
have? What kind of criteria would you use? Prompts about risk and ways of dealing
with risk could be used, if needed. Also e.g. business model, strategy.

13. What kind of knowledge or (organisational) support do you think is necessary to
make such an assessment?

14. In what way would you prioritise which actions should, and should not be taken with
regard to security (or quality aspects) in the SuD? E.g. statically or dynamically; are
some quality subjects inherently more important than others?

D.1.3 Project Structure (10 minutes)

Within the NS, there is a di�erence between a program and a project. A project is roughly
a team-e�ort towards a particular business objective of the company. A program is a com-
bination of multiple similar projects into a single bigger project (i.e. the program), where
knowledge and team-members are commonly shared.

In this research we use project and program synonymously, a program simply considered
a large project.

15. Do you think that security (quality) in general is similar or dissimilar to security
(quality) in research and development projects (esp. in OT)?
#Similar #Dissimilar #Depends

16. How would you describe the stages a research and development project goes through?
Prompts about basic structure (startup, development, transfer to maintenance) if needed.

17. How do these project-stages impact the way you would look at quality aspects (secu-
rity) throughout the project?

D.1.4 Teamwork (20 minutes)

Gathering knowledge and insight is one thing, making decisions is what transforms it into
progress.

18. Who should make �nal decisions on security (quality) requirements, and how should
they do that? I.e. how would they weigh all the di�erent interests that may play a role
in such a decision? What could be potential problems?

19. Who else would have a say in or in�uence on such decisions, and in what way?

20. What should the relationship between a project and the rest of the organisation look
like?

21. How would you deal with disagreement between stakeholders or team members?
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D.1.5 Wrapping up and summary (5 minutes)

Most important topics or points:
22a. Topic:

Importance: Noteworthy #—#—#—#—# Crucial

22b. Topic:

Importance: Noteworthy #—#—#—#—# Crucial

22c. Topic:

Importance: Noteworthy #—#—#—#—# Crucial

23. Final Remarks
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D.2 Interview 2: Discussion of Framework Draft

D.2.1 Introduction (5 minutes)

The result of the �rst interview was a collection of framework fragments. These fragments
make up more or less all major aspects of a policy framework for security and quality. These
framework fragments can be compared with the framework produced by this research.

The objective of this interview is to �nd out how robust the draft SOTDLC is: to test,
challenge and verify the theory in the theoretical framework. We do this by looking at the
intuition of the interviewee and comparing that to the in-depth framework philosophy: if the
framework does not make intuitive sense, it may be too complicated and di�cult to introduce
into an organisation.

To achieve this objective, we will compare the framework fragments from the last inter-
view to the SOTDLC, and discuss the opinion of the interviewee: based on the ideas in the
SOTDLC, would they stick to their original views, or change their mind? To structure this,
the interview has a base structure, describing two basic aspects about projects and security.
After that, the idea is to choose 1-3 additional subjects to discuss in-depth, depending on the
expertise and preference of the interviewee.

Basic subjects

• Project-model based on phases, �gure D.2. Throughout this project, security priorities
shift D.2.

• General Risk Equation, �gure D.1

Elective subjects

• Modelling value - STRIDE and time-adjusted McCumber model

– CIA

– Storage, Transmission, Processing

– Unrealised, Ongoing, Contained

• Risk Equation and Criminology - usage of criminology for quantifying risk (�gure D.1)

• Organisational Context and Project Hierarchy

– Organisational Support

– Project Hierarchy (�gure D.3)

• Project models in current practice and literature (table D.2)
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D.2.2 Admin

1. Date & time: - - 2022, Start: : End: :

2. Location/room:

3. Respondent Name:

4. Respondent No:

Privacy

Note that audio of this interview is preferably recorded. Besides audio recording, the inter-
viewer will be making notes throughout the interview. The recording will not be published,
but summaries of the interview would be.

5. Is it okay to continue recording audio throughout the interview? #Yes #No

D.2.3 Wrapping up and summary (5 minutes)

Most important topics or points:
6a. Topic:

Importance: Noteworthy #—#—#—#—# Crucial

6b. Topic:

Importance: Noteworthy #—#—#—#—# Crucial

6c. Topic:

Importance: Noteworthy #—#—#—#—# Crucial

7. Final Remarks
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D.2.4 Base project-model and security-equation

Project model

Project-model based on phases, �gure D.2. Throughout this project, security priorities shift
D.2. Here the focus lies with knowing the now (assets) and �nding out what value needs
protection for every stage of the project.

8. What are your thoughts about this way of modelling an innovative project?

9. Is this model su�ciently �exible to model innovation in OT in general?

10. Do you think this way of looking at priorities produces security by design?

11. Is this prioritisation feasible to implement in practice?

Security Equation

General Risk Equation, �gure D.1. Quantifying chance by looking at the attacker in more
detail. Impact assessment is di�erent, because the attacker has to do a value conversion.
Attackers are a very varied population, so the risk equation o�ers an approach to better un-
derstand e�ective prevention and remediation through controls.

12. Is this a complete representation of all inputs to the security process?

13. Do you think the criminological inputs are signi�cant/meaningful as compared to
BIA and current practices?

D.2.5 Modelling value - STRIDE and time-adjusted McCumber model

Time-adjusted McCumber is:

1. CIA, which models value in terms of security properties;

2. Storage, transmission, and processing, describing the stages in which the information and
its value can manifest itself; and

3. Unrealised, Ongoing, Contained, describing the temporal phases for violations to value.

STRIDE is a classi�cation method, with the risk of selection bias. Time-adjusted Mc-
Cumber gives the �exibility to deal with all kinds of scenario’s while still accurately looking
at actual value in the organisation.

D.2.6 Risk Equation and Criminology

The risk equation (�gure D.1) estimates security risk based on knowledge about the attacker
(criminology). It then considers two ways of dealing with that risk: simply accepting it; and
mitigating it through controls (de�ned by requirements). Mitigation can be either preventive
or remediative.

Core ideas: Risk

Give (rough) quanti�cation of risks, but not to exact.

• How does an attacker operate?

• What is important to the attacker (value), and how can we exploit that?
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Core ideas: Risk acceptance

Risk acceptance analysis is the current approach of the NS.

• Triangulation: architecture and component level analysis

• Seek clear alignment with business goals. Advantage in communication and awareness.

• Look at mccumber cube with time dimension based on system-model (STRIDE is only
a classi�cation method, and unsuitable for risk-assessment)

Core ideas: Security Requirements

Make explicit that classi�cation is intermediate step between analysis and prioritisation.

• Classi�cation is dark magic: be careful

• Prioritisation is guesswork because comparable quanti�cation is impossible.

• Di�erentiate between prevention, resilience and incident management.

Questions

14. Do you consider this way of assessing security (or quality) complete? What is miss-
ing?

15. Do you consider this way of assessing security (or quality) sound? What would you
remove from this? Which aspects are particularly important?

16. What kind of relationship do projects and the organisation have with regard to such
considerations?

17. Do you think that incorporating criminology and organisational support structure
is reasonable and realistic?

D.2.7 Organisational Context and Project Hierarchy

People bene�t from clear social cohesion and direction. This means:

• Have a clear hierarchy

• Work together to stimulate team-cohesion and feelings of ownership

• Speaking the same language

• Transparent communication

The Organisation is implied give support in a very di�erent way than currently is done,
e.g.:

• organisational learning,

• CSMS,

• SOC,
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• incident management, and

• observing security state of a�airs.

18. Do you think this way of dealing with social relations would be usable in projects?
Think competency, ownership, and responsibility alignment.

19. Do you think this system solves existing problems? If not, what are shortcom-
ings/improvements?

20. Do you think NS (or any organisation) could adopt such an organisational model?
Cost v. bene�t of adoption?

D.2.8 Project models

This subject is less of a priority for these interviews unless the interviewee disagrees with the
models described in the base-subjects of the interview.

The idea is to compare the 62443 [36] approach, which is based on the SDL model [35],
to the multi-phase SOTDLC model using �gure D.2.

21. Is this a sound and complete view on projects? What is missing, and what should be
added in the model?

22. What do you think about this process-model for OT innovations? Agile, quirks,
formality?
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Figure D.2: Example development funnel, as used by NS [17]

Project
phase

Focus Dominating Value

0 CS Organisational facilities and operations

1 CS Preventative wrt CS; Con�dentiality of knowledge

2 CS Preventative and Resilience wrt CS; Resilience wrt SuD; safety-driven

3 SuD Resilience for whole SuC; Adding preventative measures for SuD

4 SuD Reinforcing preventative measures for SuD to improve availability

5 SuC Availability (reliability) for SuC

Table D.1: Value related to project phases
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Figure D.3: Project level hierarchy for decisional support structure in OT Security. This
sketch was used during all the interviews for uniformity, because a digital version was not yet
available during the �rst interviews.
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Appendix E

Interview Summaries

This chapter contains summaries of all interviews that were conducted. These summaries
were checked and veri�ed by the interviewee’s.

E.0.1 Respondents

Summaries

All interviews (except resp. 15.2) were recorded. These recordings were used to write ex-
tensive summaries for part of the interviews. For the other interviews, only the three most
important topics, chosen by the interviewee, are reported along with organisational informa-
tion about the interviews.

Unfortunately the recording was forgotten for the second interview of respondent 15.
This interview-report was written on the same day, such that the report was as accurate as
possible. This report was also veri�ed by the respondent.

Due to time-constraints, not all interviews were given an extensive summary. The in-
terviews with extended summaries give a good overview of what people thought, and what
the main ideas were. Most of the respondents agreed with each other. Given the open, ex-
ploratory and subjective nature of these interviews, this does not impact the quality of the
conclusions much.

All interviews were done by the same interviewer, David Vonk.

E.0.2 Re�ection on Interview Format

For the �rst interview, the interview-design worked well. It gave both su�cient structure and
freedom for it to function well. Depending on the speciality of the respondent, the focus of
the interview would lie on one of the three subjects, giving room for them to reason from
their own perspective.

For the �rst respondent who had the second interview (resp. 3), a di�erent interview-
format was used. This design had the same content, but felt quite chaotic due to the lack of
structure, and did not give su�cient structure to build on ideas and explore the robustness of
the overall framework. Based on this initial experience, the interview-design was changed to
the described strategy using primary and optional subjects. This worked well for the rest of
the respondents.
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E.1 Interview Reports

In this version the interview reports have been redacted for the privacy of the interviewees
and to protect the interests of Nederlandse Spoorwegen.

For scienti�c purposes only, the interviews can be requested by contacting the author.
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